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ABSTRACT
Better reproducibility of networking research results is currently
a major goal that the academic community is striving towards.
This position paper makes the case that improving the extent and
pervasiveness of reproducible research can be greatly fostered by
organizing a yearly international contest. We argue that holding
a contest undertaken by a plurality of students will have benefits
that are two-fold. First, it will promote hands-on learning of skills
that are helpful in producing artifacts at the replicable-research
level. Second, it will advance the best practices regarding environ-
ments, testbeds, and tools that will aid the tasks of reproducibility
evaluation committees by and large.
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1 INTRODUCTION
Concerns over irreproducibility of scientific results in the scholarly
literature are raising discussions in several academic communities
over methods and recommendations to incentivize and enhance
reproducibility of research [14, 17, 21, 32]. To this end, several
computer science communities have established a reproducibility
review of papers. For example, the database community has had a
repeatability committee at SIGMOD since 2008 and at VLDB since
2012 [21, 26]. The programming language community has estab-
lished artifact evaluation committees since 2011 [25], which have
been used in about two dozen conferences. Recently, the HPC com-
munity introduced a reproducibility initiative at SC 2016. While
repeatability of experiments is not mandated, authors of accepted
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papers are encouraged to submit their codes and data to a commit-
tee, which typically consists of senior graduate students and post-
doctoral researchers. Papers whose experiments can be repeated
receive a badge or label to be shown as a distinguished recognition.

Doing reproducible research is without a doubt important for
the integrity and betterment of scientific progress. Moreover, stud-
ies that reproduce prior work increase confidence in those results
and expand on them. For example, a study by Clark et al. [16]
confirmed the Xen hypervisor performed as expected but also pre-
sented new results on a less powerful PC, discovering a relatively
comparable overhead. Another study by Howard et al. [24] assured
that the original Raft paper was sufficient to allow independent
re-implementation but also recommend several optimizations to
the protocol.

Within the networking community, there is anecdotal evidence
that reproducibility can have numerous benefits for the community
(e.g., learning networking by reproducing research results [33]) but
our current practices are still lacking and require improvement, in
particular how to encourage broader participation as well as what
tools and resources to use, and how to create, package and share
reproducible experiments. In fact, although reproducibility would
ideally be close to zero effort, it is actually hard work for both the
authors of the original research – who have to produce artifacts
solid enough to be shared – and the persons reproducing results
– who need to spend time getting up to speed and dealing with
missing details or documentation.

We propose to improve the extent and pervasiveness of repro-
ducibility of networking research by organizing a yearly SIGCOMM
contest, that is, an event of international scale, open to all students,
and with the branding and prestige for which participants would
receive external recognition. Our rationale is that a contest fosters
a spirit of competition, which can play as an extra incentive to
participation. This contest aims to enable students to learn how to
perform reproducible networking research. To this end, the con-
test will require participants to learn and engage in reproducible
experiments, improving their knowledge and skills. We believe
students that are still at an early stage in their research careers,
possibly well before they have any published work, may not yet
have an appreciation towards reproducible research and would
benefit from one such educative process. By gaining (hopefully
enjoyable) experience in the contest, experiencing the process and
potential benefits of reproducible experiments, and perhaps even
winning some sort of prize or recognition, students might develop
an appreciation for reproducible research and in the future, be
more inclined to improve reproducibility for their own research.
In contrast, senior students are more likely to be entrenched in
their own (reproducible) research and with limited time to spare.
The community may be better served if these students take part in
reproducibility evaluation committees.

Our proposal does not substitute nor conflict but rather expands
other processes like reproducibility evaluation committees and
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special-issue journals [20], as well as courses that make reproducing
results an integral part of the coursework [33]. It is not our goal to
establish a “best of reproductions” competition nor to add another
checkbox for reproducible research. However, targeting students
might improve the overall impact because (i ) it can influence their
research process before it has matured and (ii ) they have their
whole career ahead of them. A measure of success for us will be to
observe an increase of reproducible research authored by students
that participated in the contest, whether prize winners or not. We
think that just having a reproducibility badge does not mean that
more people know how to do reproducible research (even if they
want to) whereas our proposal creates an environment where more
people should end up having the right skillset and mindset. Thus,
we expect that our success will propel the success of other processes,
and be a cog in the wheel for making research reproducibility more
pervasive.

The underscoring goal for many contests presently organized
in several computer science communities is to advance the state
of the art — e.g., tackling a big challenge problem like creating au-
tonomous cars as in the DARPA Grand Challenge [4]. Such a goal is
partly at odds with improving research reproducibility; moreover,
there does not seem to be an agreement in the networking commu-
nity about its grand challenges [22, 28]. We review below existing
contests in networking and find that their formats and/or goals also
do not integrate well with enabling research reproducibility.

One possibility could be to organize a contest where participants
have to reproduce or replicate experiments from published papers.
This format has several possible benefits, including that research
results will be verified independently and participants who are ac-
tively trying to replicate experiments will likely face hard, technical
challenges and, as a result, become aware of and be able to make
recommendations on how to better package experiments with code,
data, and documentation. Participants may be incentivized with
awards and prizes; additionally, there are incentives for the original
authors who would like to see their results reproduced to have
higher impact and visibility for their works. This approach would
meet our goal. However, contests have winners, and it remains
unclear what criteria to use to appropriately and objectively rank
participants, especially if the percentage of successful reproductions
is high.

Another possibility is to organize a contest in a format more
similar to a programming or design contest where problems are
well defined and have quantitative goals (e.g., develop the “best”
congestion-control protocol in certain settings [31]). Having mea-
surable and unambiguous performance indicators is beneficial in
that it enables to direct the search for a solution and to score par-
ticipants’ submissions objectively. However, reproducing research
is generally not an integral aspect of this type of contest.

Given our current goal, we propose to design the contest as
a middle ground between these two possibilities. The objective
should not be on replicating an experiment from published work
per se. That said, a first phase of the contest may consist of creat-
ing a baseline solution by building upon an existing approach and
reproducing a certain experiment from a paper. In a second phase,
the focus may shift to finding a solution that performs better than
the baseline. In a sense, the contest could be designed mirroring a

pedagogical view that promotes creating clean and well-structured
solutions that need to be packaged and shared with the contest
evaluators, creating a disincentive for the “hack it together” men-
tality. We believe this will make reproducibility an integral part
of the contest. The contest will take reproducibility of research
a step further by not only reproducing existing research but also
advancing upon the state-of-the-art and “learning reproducibility”
as a skill as a by-product of participating in the contest.

With the above in mind, the contest should also be designed
with consideration for how much time is allowed. The format of
an hackathon is not appropriate due to its short duration. Also, we
believe the contest should be organized as a team challenge to allow
a small group of students to work together towards a substantial
problem. It should be repeated yearly, and there should be a rotation
of the organizers (e.g., a research group) to ensure fresh ideas and
energy is injected each year as well as sharing the load undertaken
by the organizers.

In the following, after a brief summary of existing contests in
networking, we elaborate on how to connect a contest with learning
research reproducibility. We review examples of courses at noto-
rious universities where traits of our proposal have been applied
and then suggest a possible framework for our contest.

2 CONTESTS IN NETWORKING
In the networking industry, the Cisco Networking Academy Con-
test [2] and Jubilee 15th Challenge24 Contest Networking [5] focus
on practical hands-on experience and skills with current network-
ing technology rather than research-oriented problems. The Wire-
less Battle of the Mesh [11] is an event aimed at networking enthu-
siasts and community networking activists to come together to test
the performance of different routing protocols for ad-hoc networks.
With the advent of SDN, the contests that have been organized
have primarily focused on problems relevant to the industry. The
Open Networking Foundation held the OpenFlow Driver Competi-
tion [7], which narrowly focused on OpenFlow driver development.
The ONUG Grand Challenge Hackathon [6], while focusing on the
broader scope of network automation, was organized in the format
of a hackathon located at the ONUG meeting.

The closest approximation to an academic-oriented international
contest is perhaps the 2015 AT&T’s SDN Network Design Chal-
lenge [1], in which participants had to improve network routing
for a realistic, carrier-grade network. While the contest emphasized
openness and contributions to open source, only U.S. citizens were
eligible to participate. Interestingly, these examples, as well as oth-
ers from academia that we relate to in more details below, indicate
that networking as a problem area admits many possibilities to
create sufficiently well-defined problems that anyone with the right
background can attempt as part of a contest.

However, as far as we know there has never been an equivalent
of a “SIGCOMM contest,” that participating students would receive
external recognition for. Particularly, there has been no contest for
the purpose of encouraging reproducibility. A concurrent paper to
ours by Scheitle et al. [30] proposes a Reproducibility Challenge
to be co-located at SIGCOMM to incentivize original authors and
reproducers; however, this event is not in the form of a contest.
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We suggest that our proposal and theirs should be combined to
maximize impact in the community.

3 HOW DOES A CONTEST AID WITH
RESEARCH REPRODUCIBILITY?

We argue that a contest properly designed around the goal of pro-
moting better reproducibility of research will have the following
benefits:

First, participants will learn something of the skills, methods and
technologies that are broadly useful in creating reproducible re-
search. Participants will need to reproduce an experiment and also
to make their own work reproducible, which will hopefully result
in them gaining a greater understanding of what is required to re-
produce an experiment and make it reproducible. For example, the
contest may require students not only to adopt a certain network
emulator or simulator, set up an experimental environment that
includes realistic traffic generation, work with some building blocks
like Linux containers, version control, etc. but also to create and
package their solutions in a way that these can be shared with the
contest evaluators and can be executed on their test harness. While
a contest is by no means the sole way to learn about reproducibility,
the excitement and challenges brought by a contest will further
stimulate students, as they focus on tackling a well-defined problem,
to learn and develop experience with methods and tools that the
community expects to meet certain “golden standards” of conduct-
ing reproducible research [13]. It is then expected that participants
will develop an appreciation towards reproducible research.

Second, organizers will gain experience with creating test har-
nesses, testbeds, datasets, and platforms for evaluating the par-
ticipants’ submissions. The evaluation of submissions in itself is
a challenging problem. The experiences and lessons learned are
valuable to the networking community in that they can help to
implement and evaluate models and systems for reproducing and
validating experiments – i.e., advance the “best practices” for re-
search reproducibility evaluations. This will hopefully result in
tangible benefits for research reproducibility reviewing committees
and support the sociotechnical system, including archives, testbeds,
budget, and staff, that could facilitate ongoing replication and vali-
dation of networking research results. For instance, certain research
unfortunately cannot be reproduced because it requires a particular
hardware or testbed that might not be available or software and
data that cannot be shared. However, as part of running the con-
test, organizers might develop infrastructure that is reusable and
applicable to a broader scope than the specific requirements of the
contest. In certain cases, this might offer a solution to reproducing
some of the hard-to-reproduce research.

Is there any example that supports the above argumentation?
Although several researchers are building methodologies and tools
for designing and deploying repeatable experiments on network
testbeds (e.g., see [19, 29]), experiences with reproducibility evalua-
tions in the networking community are still limited. For instance, it
is only since January 2017 that the SIGCOMM Comput. Commun.
Rev. (CCR) has adopted a process to publish long papers whose
results can be repeated [15]. However, it is interesting to see that
there exists anecdotal evidence from settings where reproducing
research results has led to both the learning of technical coding

and experimental skills as well as the creation of tools in support
to reproducing results. We now review some of these examples.
Stanford CS 244 example. As a point in case, consider the ex-
ample of Stanford CS 244, which is a course on Advanced Topics
in Networking. Since 2012, students taking this course perform a
group assignment in teams of two students with the goal of repli-
cating research results published by other researchers from a paper
of their choice. Quoting from [9], it is especially interesting to note
that students are asked to:
“Replicate an existing result (good), show a limitation of the chosen
platform that prevents you from replicating the result (negative results
are equally good), or challenge the result in the paper with data
(better), or produce a new result (even better)”.
“Implement experiments in a way that is easily replicated by others–
ideally, another researcher can install it via a single script command,
run it with a single command, and generate output graphics with a
single command”.

The final deliverable requires that the students write a blog post
on a dedicated website [8] and make their code available.

Considering the past five editions of the course since 2012, the
website shows that over 100 teams have posted their projects. In-
terestingly, it shows a combination of both successfully reproduced
experiments (with a high frequency) and failed ones (with a low
frequency). Each blog post describes in details the experience of re-
producing a certain result, including technical challenges, platforms,
software dependencies, execution environments, and instructions
for reproducing the students’ experiments. This body of documen-
tation is a testament to the large work that happened behind the
scenes and what was learned as a result of going through the pro-
cess (and trouble) of reproducing the chosen paper by each team.

For the interested reader, a recent CCR editorial [33] describes
in details the experiences of Stanford CS 244 students regarding the
interplay of learning networking by reproducing research results.
Interestingly, the authors observe that “reproducing research can
simultaneously be a tool for education and a means for students to
contribute to the networking community” [33].
ITN METRICS example. Another example that the authors are
aware of is the “bootcamp” of the Marie-Curie ITN METRICS
project [12] where a sizable group of students got acquainted with
Internet measurements research by reproducing results from papers
during a two-week long event at Université catholique de Louvain.
The short period available meant that measurement papers were
selected based not only on their importance but also primarily be-
cause they could be reproduced within a two-week period by using
existing datasets. Without any doubt, the experience of the students
has been relevant for them to learn “hands-on” and cope with the
challenges of reproducing Internet measurements research while
working cooperatively in small teams.

These examples, however relevant from the reproducibility per-
spective, did not take place in the context of a contest. A further
example provides anecdotal evidence of the benefits of a contest
towards reproducibility.
MIT 6.829 example. Students of MIT’s graduate course 6.829 in
computer networks participated in 2013 as part of the coursework
in a contest to develop congestion-control protocols for cellular
wireless networks. An article by Sivaraman et al. [31] documents
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the experience of the course staff and the infrastructure that was
created while running the protocol design contest as part of the
course. Based on their experience, the authors draw the following
among their conclusions about contests: “if designed properly, such
contests could benefit networking research by making new proposals
more easily reproducible” [31]. Moreover, they identify the following
rationale as to why such a kind of contest aid with research repro-
ducibility: “turning a research problem into a well-specified contest
forces the researcher to clearly articulate the testing conditions and
ensure that her protocol works reproducibly under those conditions.
This, in turn, makes the protocol accessible to a wider audience of
other researchers” [31]. The congestion protocol contest appears
to have been a successful experience and his now being repeated
yearly since 2015 as part of Stanford CS 344G [3] and has been
recently repeated in MIT 6.829 in 2016.
Tooling examples. Finally, it is worth noting that efforts to en-
gage students with reproducibility of networking results have influ-
enced tools such as Mininet HiFi [23] and SELENA [27] that help
to emulate network conditions and to be able to execute artifacts
in controlled environments. The MIT 6.829 course staff developed
a substantial infrastructure to enable student submissions to be
portably and repeatably tested as well as to allow each student
team to evaluate their protocols under unobserved conditions [31].

4 WHAT FORMAT FOR THE CONTEST?
The desired outcome of the contest is to instill in students an appre-
ciation for reproducible research as well as a learning experience
of what reproducibility entails. We now discuss a possible contest
format to achieve this outcome, which is loosely based on the pro-
tocol design contest [31]. Admittedly, how to best structure such a
contest remains an open question.

It seems natural to allow students to compete as part of small
teams. The duration should be in the order of a few weeks to allow
for students with sufficient background to jump into the problem
and attempt it. We assume the contest will last for four weeks in
practice; however, this can be modulated depending on the context.
The topic of the contest (e.g., SDN, data center networks, wireless,
inter-domain routing, etc.) as well as the paper that it is based upon,
will be advertised in advance to allow students decide whether to
enter it; however, the details will only be published starting with
the beginning of the contest. Throughout the contest, participants
might receive partial credits that are accumulated to determine the
final rankings, but submissions will be primarily judged based on
their overall performance on a final workload, which is not shared
with participants to avoid “overfitted” solutions.

At Week 1, participants will receive a skeleton code and get
acquainted with the required experimental environment through a
small set of exercises. AtWeek 2, participants will need to reproduce
an experiment (or a few ones) for the paper that the contest is based
on and submit their solution for validation on a supplied workload.
Besides familiarizing participants with the basics of how to repro-
duce an experiment, these two initial weeks should help students to
understand certain aspects of the original work in sufficient detail
that will be helpful for them to try improve on the work despite
being exposed to it for only a few weeks overall. At Week 3, the
contest enters a second phase wherein participants need to improve

upon the existing, validated and reproduced solution. During this
week, they will be able to submit their current solution for a cer-
tain number of attempts (possibly unlimited) and receive feedback
through a scoreboard about how well their solution fairs against
others. The scoreboard may reflect a coarse-grained performance
metric or specific indicators that can be useful to improve a team’s
solution. At Week 4, participants will fine tune their solutions for a
final round of evaluations. During this time there should be just a
minimal feedback to aid the participants and let the best of breed
solution standout.

Ensuring a smooth running of such a contest is not without
challenge and likely will require careful planning and constant
effort throughout the contest duration. Via rotation, a research
group in a given year should have ownership of organizing the
contest. The process may include a proposal phase if many groups
offer to be the organizers. The organizing team would pick the
paper that the contest is based on since it requires familiarity with
the work and the ability to coordinate evaluation and validation
of submissions. Though, with more maturity of the process, the
selection may be influenced by recent papers that were awarded
with a reproducibility badge, incentivizing participations of original
authors to various reproducibility initiatives through the additional
opportunity for their works to broaden the impact via the contest.

To further incentive partition, the contest may follow an ap-
proach similar to the yearly SIGMOD contest: the top three sub-
missions will be invited to compete in a “bakeoff” to be held at
SIGCOMM where the prizes are awarded; up to two students from
each team will receive travel grants to attend the conference. This
stage might be integrated as part of the SIGCOMM Reproducibility
Challenge [30].

The winning team will be awarded a prize, which would be do-
nated by companies. Competitions’ prizes need to be sufficiently
visible that participants can include them on their CV, so that they
become a new metric for good work. Currently, external recogni-
tion is largely measured by published papers. However, there are
tendencies in fast moving and exciting areas to place weight on
originality at the expense of rigor or else due to the importance
of the topic to industry, to work in large teams on the next prob-
lem, and emphasize thoroughness at the expense of reproducibility.
What a prize does is to provide public recognition that reproducing
results is rigorous science and engineering, which should stand at
least equal to originality or impact/significance.

Moreover, the winning submission (or say the top three) may
receive an invitation to publish an article on CCR about their re-
produced results and improvements, along with their codes. Over
time, a committee might consider these articles for a category of
“best reproducible research” and select among them for an award
just like the test of time award, or CACM research highlights. The
original paper might be included in the award to also incentivize
original authors to propose and organize a contest around their
research.

5 WHERE DOWE GO FROM HERE?
This paper aims to start a discussion around the concept of a yearly
international contest to be organized within the SIGCOMM commu-
nity. It is hoped that this event will substantially aid with ongoing
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efforts to promote reproducibility of research results in networking
by offering a framework for hands-on experience with creating
and sharing artifacts that solve well-defined networking problems
evaluated through remote testbeds on challenging workloads and
datasets, thus effectively requiring replicability by an independent
team. We invite everyone interested to contribute ideas and offer
assistance in building a critical mass to advance to the next stage
where concrete actions can be planned.

In particular, we hope the workshop will be a good opportunity
to discuss additional ideas regarding the format of contests and
how to define tractable, interesting problems that feed into the
overarching goal of boosting research reproducibility. Examples
might be congestion-control over some modeled flow arrivals and
network, or multi-node wireless transmission over some medium,
or speed or memory required to make some kind of routing decision,
or even an FPGA design to switch a certain number of packets/sec
with a constrained amount of silicon. However, one challenge in
identifying topics might be that the community is broad in terms
of its interests and topics, as networking is clearly a rich problem
domain but perhaps not yet a scholarly discipline in itself [28].

The exercise of developing contests may in itself have unex-
pected positive outcomes and impact. For instance, the organizing
team may be creating interesting workloads and benchmarks for
networking problems. A similar initiative, called VideoNet [10],
has created a community of computer vision researchers that have
put effort into creating benchmarks for video-related tasks. The
networking community could attempt to have a similar community
to foster the exchange of benchmarks and ideas, and the contri-
butions of the contest organizers would be valuable. In addition,
developing contests might be a relevant motive for the community
to reflect on and identify networking problems and topics where
consensus exists regarding their importance. It is our hope that
reaching such a consensus may further aid the community towards
developing a prescriptive network theory, which at the moment
remain elusive [18].
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