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ABSTRACT
Cloud configuration optimization is the procedure to determine the number and the type of instances to use when deploying an application in cloud environments, given a cost or performance objective. In the absence of a performance model for the distributed application, black-box optimization can be used to perform automatic cloud configuration. Numerous black-box optimization algorithms have been developed; however, their comparative evaluation has so far been limited to the hyper-parameter optimization setting, which differs significantly from the cloud configuration problem. In this paper, we evaluate 8 commonly used black-box optimization algorithms to determine their applicability for the cloud configuration problem. Our evaluation, using 23 different workloads, shows that in several cases Bayesian optimization with Gradient boosted regression trees performs better than methods chosen by prior work.

1. INTRODUCTION
Resource intensive applications such as analytical query processing, machine learning training, or other data-parallel applications are often run on cloud resources. The cloud provides great flexibility to scale computation up (by picking appropriately sized computing instances) and out (by choosing how many instances to use). However, this blessing can also be a curse since choosing the best configuration is often not straightforward.

Different applications and workloads have different behavior and resource requirements, and therefore their optimal cloud configuration is not the same. Furthermore, choosing the right configuration is crucial not only for cost efficiency but also to meet service-level objectives on the completion time for these jobs. To illustrate this, Figure 1 shows the heatmap of the normalized execution time and execution cost of two workloads on a cloud configuration search space. The configurations shown in orange are those with more than an order of magnitude higher runtime or execution cost compared to the best configuration in the search space. This highlights that choosing a bad configuration can lead to significantly higher execution time and execution cost than choosing the best configuration (up to 47 and 12.5 times higher, respectively).

Exhaustively testing the workload on all possible cloud configurations is very expensive and wasteful. This has recently led to several proposals for automatically finding a close to optimal configuration, quickly and at a low cost. Cherrypick\textsuperscript{9}, PARIS\textsuperscript{38}, Scout\textsuperscript{27}, Micky\textsuperscript{26}, and Arrow\textsuperscript{25} are just some examples of approaches in this space. Each of these proposals employs a specific black-box optimization algorithm, such as random forests, Bayesian optimization with Gaussian processes, or Bayesian optimization with extra trees. By leveraging generic black-box models, these systems avoid creating an analytical model, which would require capturing the complex relationship between the execution time of an application, the resources of the cloud instances, and the input workload.

Existing work on cloud configurations focuses on applying specific black-box optimization algorithms to solve the problem but falls short of providing a complete characterization of which algorithm is more suitable in which situation. As a consequence, it is not clear whether the optimization performance of these prior works is based on the selection of the optimization algorithms or on additional design decisions in their approaches. For example, Cherrypick uses Bayesian optimization with Gaussian processes while Arrow uses Bayesian optimization with extra trees. But it is not clear how much of the performance gain is because of the choice of the optimization algorithm itself, if any. A similar question arises when determining the advantages of techniques like augmenting Bayesian optimization with low-level performance metrics\textsuperscript{25} or augmenting the search space with some prior knowledge about the performance of a similar workload\textsuperscript{27}.

This paper fills this gap by performing an exhaustive comparison of 8 black-box optimization techniques using a total of 23 different workloads and two different search spaces with 69 and 140 different cloud configurations, respectively. Our evaluation highlights how searching for a cloud configuration has some peculiar characteristics that are different from other applications of black-box modeling, for example, hyper-parameter search\textsuperscript{17}. On the one hand, running a cloud configuration setting is very expensive. It requires starting up a cluster, deploying the application, and running the workload. Therefore, it is typically only feasible to explore a limited number of solutions. On the other hand, the search space is relatively small, since a configuration consists of selected combinations of instance type and cluster sizes, and both parameters –
instance type and the number of instances – have a relatively small range of possible values in practice. Furthermore, these parameters are integer and categorical, as opposed to continuous parameters.

Another contribution of this paper is to produce an analysis of different variants of Bayesian Optimization (BO), which is the most common technique used by existing work. Our analysis shows that, in several cases, BO with Gradient Boosted Regression Trees (GBRT) outperforms the methods used in prior research. Additionally, while prior work employs Expected Improvement (EI) as an acquisition function, we found the Probability of Improvement (PI) to be a better alternative for cloud configuration.

Overall, our results show that BO outperforms other algorithms that we analyzed in our empirical study. In terms of its variants, BO with Gaussian Processes (GP) and BO with GBRT provide the best performance when optimizing for execution cost and execution time, respectively. BO with GBRT provides up to 20% better execution time and BO with GP is able to provide up to 40% better execution cost. Unlike prior work, we also consider running optimization in an online mode, where different configurations are tested in the initial runs of a production setting with an upper bound on the execution time. We perform a break-even analysis to see when the cost of finding an optimal configuration can be amortized. Lastly, we provide a decision workflow for users to select an appropriate optimization algorithm based on their requirements.

Our experimental data and the implementation of black-box optimization algorithms are available [1] to facilitate further research on cloud configuration optimization.

2. BACKGROUND AND RELATED WORK

2.1 Problem statement

We formalize the cloud configuration problem as the problem of finding a configuration of resources (i.e., the type and number of machine instances) that minimizes an objective function. For example, the objective function could be job execution time or execution cost (or a combination of both). Formally, a cloud configuration can be denoted as a tuple \( x = (N, I_F, I_S) \) where \( N \) is the number of instances, \( I_F \) is the instance family and \( I_S \) is the instance size. Instance family and instance size can combine to form a particular instance type that can be requested from the cloud provider.

An instance type defines the CPU, memory, and storage capabilities of an instance. To define instance types, we follow the convention in use at many cloud providers that group their instance types based on their instance family (e.g., general-purpose, compute- or memory-optimized) and instance size (e.g., large, xlarge, 2xlarge).

<table>
<thead>
<tr>
<th>Prior work</th>
<th>Black-Box method</th>
<th>Optimization goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ernest [34]</td>
<td>N/A (White-Box Model)</td>
<td>Cluster size</td>
</tr>
<tr>
<td>Cherrypick [9]</td>
<td>BO with Gaussian Processes</td>
<td>Instance type and Cluster size</td>
</tr>
<tr>
<td>PARIS [38]</td>
<td>Random Forests</td>
<td>Instance type</td>
</tr>
<tr>
<td>Arrow [25]</td>
<td>BO with Extra Trees</td>
<td>Instance type</td>
</tr>
<tr>
<td>Micky [26]</td>
<td>Multi-armed bandit</td>
<td>Instance type</td>
</tr>
<tr>
<td>Scout [27]</td>
<td>Custom search</td>
<td>Instance type and Cluster size</td>
</tr>
</tbody>
</table>

The instance family expresses the class of hardware specifications that may best meet the requirements of different applications as well as a CPU-memory ratio. The instance size, in turn, allows for choosing the number of virtual CPUs, the available memory size, local storage, and network bandwidth. We assume that there is a finite set of instance types and a finite number of choices for the number of instances. The set of all possible combinations of instance types and number of instances yields the configuration search space.

Figure 1c shows an example of the sequence of configurations explored in a search space for cloud configuration. The x-axis has the instance types (available in AWS) and the y-axis has the number of nodes in the cluster. The heatmap colors represent normalized runtime w.r.t. the best execution time in the search space: configurations with darker colors are closer to the best configuration (which is shown with the green hexagon). Most optimization algorithms start with a set of initial samples (shown with white circles) and then proceed with performing some optimization runs (shown with white hexagons), eventually reaching, or at least approaching, the best configuration in the search space.

2.2 Prior approaches

The problem of automatic cloud configuration has attracted the attention of the research community as of late. Table 1 shows prior work in the area, the optimization algorithms that they use and the cloud configurations that they optimize for. In general, prior work compares only against random search or coordinate descent, excluding other alternative black-box optimization algorithms. Our work is aimed at filling this gap.

In Ernst [34], the authors develop an analytical model to predict performance for machine learning jobs in Apache Spark. The
model predicts the performance of the jobs on different cluster sizes. The coefficients of the analytical model are learned by actually executing the workload under consideration, on some of the cloud configurations. However, the model is limited to machine learning applications and has to be trained for each instance family. White-box analytical performance models are complex to derive and limited in scope. Therefore, much of the subsequent work has focused on black-box performance models.

PARIS [38] aims to find the best instance types for a given workload and user goals. It builds a regression model to estimate the execution time and running cost of different instance types. Offline benchmarking is used to develop a collection of performance information about benchmarked applications. This data is then used to train a black-box performance model using random forests. New workloads are first fingerprinted using low-level performance metrics. Next, PARIS recommends an instance type by matching the fingerprint of the new workload with previously benchmarked applications using the performance model. Cherrypick [9] uses BO with Gaussian processes, a well-known technique from prior research in hyper-parameter optimization [17], to perform automatic cloud configuration. Cherrypick targets constrained optimization: the goal is to find out the number of instances and types of instances that minimize the execution cost of the job while satisfying a maximum time constraint. Arrow [25] uses low-level performance metrics to augment the BO process. The authors use BO with extra trees to find the best instance type to minimize execution cost or execution time.

Micky [26] targets the optimal choice of instance type for a group of workloads while considering execution time or execution cost objective functions. The goal of Micky is to find a single instance type that works best for a group of workloads. While Micky allows users to reduce the optimization cost, the instance type suggested by Micky will inevitably be sub-optimal for some workloads in the group, and methods like Cherrypick can be used to optimize further if needed.

This paper complementes these prior works by evaluating the effect of a larger number of alternative black-box methods and by devising criteria to select the best method in different circumstances. Scout [27] approaches the problem of cloud configuration differently: it builds a relaxed model that uses pairwise classification to determine whether there are better configurations in the search space, instead of trying to predict the performance of those configurations accurately. Scout assumes a large amount of historical data. Approaches like Scout and PARIS optimize the configuration of a workload by searching for similar workloads that have been previously modeled. The performance models previously built can then be used to establish prior information about the performance of the new workload on the cloud configurations. The techniques discussed in these papers can be used to find better initial configurations for the optimization algorithms discussed in our work.

Outside of the cloud configuration problem space, there is a large literature on black-box optimization algorithms. Prior works on system and software parameter tuning also make use of black-box optimization algorithms [13,15,37,39]. Several surveys [28,31,33] provide an overview of several black-box optimization algorithms, including the ones discussed in this work. Vizier [19] presents a black-box optimization-as-a-service framework used internally at Google. It includes algorithms like Bayesian optimization and CMA-ES [21]. Similarly, there are optimization-as-a-service companies like SigOpt [6] that allow external users to optimize any model using a proprietary black box optimization engine which is composed of an ensemble of global and Bayesian optimization algorithms.

3. OPTIMIZATION ALGORITHMS

Since performance models of distributed data processing applications on different types of cloud instances are not generally available, we treat this setting as a black box. Given a configuration $x$ from the configuration search space $X$ and the underlying unknown model as $f$, then $f(x)$ is the objective function value of a workload under consideration when executed on cloud configuration $x$. The function $f$ can be used to model objectives like execution time or total execution cost. The cloud configuration problem seeks to find $x^*$ such that

$$x^* = \arg \min_{x \in X} f(x) \tag{1}$$

In our setting, we will be minimizing objective functions. (Maximizing an objective function is an identical problem.) We assume that a user has a given optimization budget, i.e., the number of iterations that the optimization algorithm is allowed to make is limited. This is a common, practical assumption for existing work in cloud configuration optimization.

There is a wide variety of black-box optimization (BBO) algorithms that have been discussed and defined in the literature [17]. Most of these were created for hyper-parameter optimization. In this work, we pick a subset of these optimization algorithms based on both their popularity and, particularly, their optimization budget requirements. For example, we avoid population-based methods since they require a higher number of optimization steps.

Below we briefly review a series of black-box optimization methods that we later evaluate empirically. These can be classified into three main classes: Sampling-based (Random Search), Sequential Model-Based (Bayesian Optimization variants, TPE), and Search-based (Stochastic Hill Climbing and Simulated Annealing).

3.1 Random Search

The random search algorithm simply generates unique configurations by randomly sampling (without replacement) the configuration search space. In random search, new samples are generated without taking into account the samples that were previously generated. Thus, the samples generated could be quite close to each other and in the worst-case scenario concentrated in the same region of the search space. However, random sampling provides the benefit of allowing users to generate new samples progressively, i.e., the number of to-be-tested configurations does not need to be defined ahead of time.

3.2 Bayesian Optimization (BO)

BO proceeds by maintaining a probabilistic belief about $f$ and using a function to determine where to evaluate $f$ next (called acquisition function). BO is particularly well-suited to global optimization problems where $f$ is an expensive black-box function. In our setting, evaluating $f$ entails deploying and running a workload on a cloud configuration, which is very expensive.

BO reasons about $f$ by starting with a prior $p(f)$. The prior is the initial belief about the behavior of the objective function. This prior is based on the surrogate function which is used to build the model (called a surrogate model $S$) of the underlying unknown black-box function. Given the observations $D = \{x, f(x)\}$, it uses the Bayesian method to estimate a posterior distribution as:

$$p(f|D) = \mathcal{S}(f; \mu_D, \sigma_D)$$

where $\mu$ is the mean and $\sigma$ is the variance or co-variance.

3.2.1 Surrogate models

There are many options to build a surrogate model; we focus on the most widely used methods: Gaussian Processes (GP) [36],
Gradient Boosted Regression Trees (GBRT) [22], Random Forests (RF) [14] and Extra Trees (ET) [18].

Gaussian Processes (GP): Gaussian processes are generic supervised learning methods that can be used to solve regression as well as probabilistic classification problems. Gaussian processes describe probability distributions over a set of functions. The Bayes rule is used to update this distribution based on training data. After each observation, the updated Gaussian process is constrained to the possible functions that fit the training data.

Gradient Boosted Regression Trees (GBRT): GBRT is a flexible non-parametric statistical learning technique. Just like GP, it can be used for both regression and classification. Boosting works on the principle of ensemble by combining a set of weak learners to deliver improved prediction accuracy. Gradient boosting involves three elements: 1) a loss function, 2) a weak learner to make predictions (regression trees in our case), and 3) an additive model (gradient descent) to add weak learners to minimize the loss function. The regression trees are built one at a time, sequentially. Each new tree helps to correct errors made by a previously trained tree.

Random Forests (RF): In contrast to GBRT, RF use a bagging technique for ensemble learning. In bagging (or bootstrap aggregation), each model in the ensemble is created using a random subset of the original training dataset, which has the advantage of reducing variance. Unlike boosting, where trees are built sequentially, in bagging, each model is built independently, and then the outputs of each model are aggregated at the end. In this method, each model is a tree.

Extra Trees (ET): ET (or Extremely Randomized Trees) introduce more variation into the ensemble. Unlike RF, all data is available for training of each tree and the split of each feature (to form a node in the tree) is chosen at random. Both features and splits are chosen at random in contrast to RF where only features are selected at random. This added randomness allows ET to have lower variance than RF.

3.2.2 Acquisition functions

In BO, the role of an acquisition function is to select the next configuration to test in order to update the surrogate model. The acquisition function can be interpreted as a function that evaluates the expected utility associated with updating \( f(x) \). BO then selects the point with the highest expected utility, hence picking the most desirable point to evaluate \( F \). Therefore, the acquisition function \( A(x) \) can be represented as the expected utility \( u(x) \), given the configuration \( x \) and the previous observations \( D \):

\[
A(x) = \mathbb{E}(u(x) | x, D)
\]

We now review the most commonly used acquisition functions and their utility functions. We first introduce them using a toy example. Figure 2 shows the surrogate model of some artificial objective function (shown in blue) built using two initial samples (observations). The utility function for each acquisition function discussed below is also shown in the figure. We can see that different acquisition functions attribute completely different utility and the next best \( x \) to evaluate (illustrated as a star) is based on the highest value of the respective acquisition function.

**Probability of Improvement (PI):** Let \( f' \) be the minimum value of \( f \) observed so far; the PI function suggests a value of \( x \) that is most likely to improve upon this value. The utility function for PI is represented as:

\[
u(x) = \begin{cases} 0 & f(x) > f' \\ 1 & f(x) \leq f' \end{cases}
\]

**Expected Improvement (EI):** EI also takes into account the amount of improvement. Hence, the utility function becomes:

\[
u(x) = \max(0, f' - f(x))
\]

Thus, the reward is equal to the amount of improvement. Therefore, the EI acquisition function picks a point with the highest expected improvement.

**Lower Confidence Bound (LCB):** The LCB acquisition function takes the form:

\[A_{LCB}(x; \kappa) = \mu(x) - \kappa \sigma(x)\]

where \( \kappa > 0 \) is a trade-off hyper-parameter that can be used to control exploration and exploitation. \( \sigma(x) \) is the standard deviation and \( \mu(x) \) is the mean. This acquisition function is also called Upper Confidence Bound (UCB), when used for maximizing an objective function.

**GP hedge:** GP hedge [23] chooses one of the three acquisition functions described above in a probabilistic fashion, based on gains \( g \). Initially, gains are set to zero. At every iteration, each acquisition function is optimized independently to get a candidate point \( x_t \). Out of these candidates, the next point \( x_{best} \) is chosen based on a softmax function \( \text{softmax}(\eta t) \). After fitting the surrogate model with a new observation \( (x_{best}, y_{best}) \), the gain for each acquisition function is updated as \( g_t = g_{t-1} + \mu(x_t) \). The hyper-parameter \( \eta \) can be used to control the weights assigned to the gain for each acquisition function. This method is only available when using Gaussian processes for the surrogate model.

All the above acquisition functions provide a hyper-parameter to adjust the trade-off between exploitation (evaluating points with low mean) and exploration (evaluating points with high uncertainty).

### 3.3 Tree-structured Parzen Estimator (TPE)

Tree-structured Parzen Estimator and Bayesian optimization take a slightly different approach towards solving the same problem. While Gaussian process-based approaches model \( p(y|x) \) directly (i.e., \( y = f(x) \)), TPE [12] models \( p(x|y) \) and \( p(y) \) separately. TPE
essentially divides the sorted observations \( D = (x, f(x)) \) according to the objective function value into two sets using a threshold \( y^* \). Thus, TPE defines \( p(x|y) \) using two such densities:

\[
p(x|y) = \begin{cases} 
    l(x) & y < y^* \\
    g(x) & y \geq y^*
\end{cases}
\]

where \( l(x) \) is the density formed by observations that performed well and \( g(x) \) is the density formed by observations that performed poorly. TPE algorithms choose \( y^* \) to be some quantile \( \gamma \) of the observed values \( y \), such that \( p(y < y^*) = \gamma \). The intuition is that good configurations will have a low probability in \( g(x) \) and a high probability in \( l(x) \). Thus, we can evaluate \( \arg \min(g(x)/l(x)) \) as the utility function for acquisition functions.

3.4 Stochastic Hill Climbing (SHC)

Stochastic hill climbing is a search based method that does not rely on modeling the underlying black-box function. In this paper, stochastic hill climbing works as follows. First the initial configurations \( X_0 \) are evaluated to get \( Y_0 \). The best configuration is picked from \( Y_0 \) as the current configuration \( x_c \). At each subsequent step a random neighbor of the current configuration is generated. The current configuration \( x_c \) is then replaced by a random neighbor \( x_n \) given:

\[
x_c = \begin{cases} 
    x_n & p(x_n) \geq 1 \lor p(x_n) \geq \text{random}() \\
    x_c & \text{otherwise}
\end{cases}
\]

where \( p = e^{-(f(x_n) - f(x_c))/T} \). Here, \( T \) is a temperature value that is provided by the user. The formulation for \( p \) basically means that if \( f(x_n) < f(x_c) \) then the neighbor is selected as the current configuration. Otherwise, the temperature hyper-parameter controls the probability of the neighbor being selected as the current configuration based on the difference between the objective function value of the two configurations. Having a higher temperature means that configurations with a significantly worse objective function value than the current configuration can be selected. Therefore, a higher temperature allows for more exploration while a lower temperature allows for more exploitation. If \( f(x_n) \) is less than the objective function value of the best configuration \( x_b \), then \( x_c \) is selected as the best configuration \( x_b \). The algorithm terminates when one of the following two conditions are satisfied: a user-specified minimum is reached, or a specified budget is reached.

3.5 Simulated Annealing (SA)

Simulated Annealing is fairly similar to SHC, with the main difference being the introduction of a cool-down factor for the temperature \( T \). In particular, for each step \( i \rightarrow i + 1 \) a schedule constant \( \alpha \) is used to lower the temperature as \( T_{i+1} = \alpha T_i \), where \( \alpha < 1 \). Hence, simulated annealing lowers the temperature as the optimization progresses, therefore shifting the focus from exploration to exploitation later during optimization.

3.6 Excluded BBO methods

The literature on black-box algorithms is vast and there are numerous black-box algorithms used for hyper-parameter optimization that we have not included in this work. In particular, CMA-ES [21] and other evolutionary algorithms such as GGA [10] and particular swarm optimization [29] are not suitable for the cloud configuration problem because of the higher budget required for evolutionary algorithms. Hyperband [30], which is essentially strategic random sampling, is designed for cases where only partial data can be used for evaluating a configuration. Thus, it is better suited in cloud configuration scenarios where a single best configuration for multiple input datasets is the optimization goal.

4. EXPERIMENTAL METHODOLOGY

To experimentally compare the black-box optimization algorithms reviewed in §3, we optimize the cloud configuration of a large set workloads. We describe our methodology in this section and present the results in the next section.

Our methodology is carefully designed to establish the statistical significance of the results and achieve a fair comparison across algorithms. We proceed as follows:

Decouple optimization from profiling: We compare optimization algorithms on the basis of their performance on pre-collected profiling datasets comprising the execution time of every workload for every configuration in the search space. Since our focus is exclusively on the comparison of optimization algorithms, for a given configuration, we hold its execution time constant and thus, we avoid biasing our results from the effects of the many sources of performance variability in cloud environments. Further, this enables us to determine the best configuration in the search space.

Repetitions: For each workload, we run every optimization algorithm 50 times, each time picking a different random set of initial samples. Repeating the optimization process multiple times is crucial to assess the overall optimization performance because the performance of many optimization algorithms depends on the initial set of random samples.

Initialization consistency: The same set of initial samples is used across all optimization algorithms in every repetition of an optimization run. This prevents differences in the initial sample sets from adding variance to the results across different optimization algorithms and is the basis for a fair comparison thereof.

Statistical significance: We use statistical significance tests to determine whether the mean values of the performance metrics (see below) vary in a meaningful way from one algorithm to another. In particular, we use the independent t-test [16] (with \( p \leq 0.05 \)) from the family of parametric significance tests.

The remainder of this section provides further details regarding the algorithm implementations, datasets, and performance metrics.

4.1 Implementation

We implement the black-box optimization algorithms atop several widely used libraries. BO methods are built using the SkOpt library [7], since it provides a range of surrogate models and acquisition functions; TPE is implemented using the Hyperopt library [4, 11]; SHC and SA are based on the Solid library [8]. To provide a comparison on common ground, we modified the Solid library such that SHC and SA start from a set of \( n \) initial samples, instead of a single sample that Solid originally allows. We modified the optimization libraries to provide different methods with the same initial samples for a given repetition of the optimization process.

4.2 Datasets

Table 2 shows an overview of the workloads and configuration search spaces of the two datasets used in this paper, for a total of 23 workloads. \( DS_1 \) is provided by the authors of Scout [5]. This dataset includes execution time information on a set of multi-node workloads, for a search space comprising of 69 configurations on which each workload has been executed. There are a total of 18 workloads comprised of 9 different applications and 2 input data sizes per application. The applications consist of jobs executing within Spark or Hadoop as listed in Table 2. In \( DS_1 \), the best execution
time and execution cost are within 150-2171s and 0.11-2.45 dollars, respectively.

To evaluate the performance of the optimization algorithms over a larger cloud configuration search space, we generated a second dataset (DS2) by profiling runs of 5 additional workloads (based on 3 additional applications) in a configuration search space of 140 configurations. The size of this search space is more than twice the size of the search space used in Scout [5] (which had 69 configurations) and CherryPick [9] (66 configurations). To reach this larger configuration search space, DS2 includes execution time information for 20 instance types and 7 cluster sizes for each instance type, as shown in Table 2. For DS2, the best execution time and execution cost are within 114-324s and 0.09-0.64 dollars, respectively.

The workloads for both datasets were obtained from Intel’s Hi-Bench big data benchmark suite [3]. The details about the characteristics of each input size (Huge, Gigantic, and Bigdata) as well as the applications are included in the public repository of Hi-Bench [3]. Note that Random Forest failed to run successfully on a larger cloud configuration search space, we generated a second set of hyper-parameter values for the optimization algorithms. Hereby, lr

### 5. EXPERIMENTAL RESULTS

Since we have a large number of optimization algorithms and choices for their hyper-parameters, we first narrow down the field of optimization algorithms to compare and then perform the comparison between those optimization algorithms using different scenarios. Thus, we split our analysis into three main parts: (i) the selection of hyper-parameter values for the optimization algorithms, (ii) the evaluation of BO variants, and (iii) the evaluation of selected optimization algorithms.

Henceforth, we use the following notation to represent a particular workload based on Table 2: application<sup>input size</sup>. For instance, lr<sub>H</sub> represents the linear regression application running with Huge input data size (preset size in HiBench).

The comparisons are performed across 5 different optimization budgets (6, 12, 18, 24, 30). The results are based on 50 repeated runs of the optimization algorithms for each workload using different randomized initial sample sets for each run.

To present results succinctly, we omit plots of performance score values. Instead, in any given scenario, we use the performance scores to determine the best algorithm. Then, we illustrate performance comparisons using normalized performance graphs (see Figure 4 as a reference). This kind of graph shows the normalized mean performance of algorithms w.r.t. the best algorithm as a bar plot associated with the left y-axis while the normalized performance of the best algorithm w.r.t. the best configuration in the search space is shown as a line plot associated with the right y-axis of the graph. The error bars represent 95% confidence interval (after statistical significance is accounted for during normalization).

### 5.1 Configuring optimization algorithms

Every run of an optimization algorithm in a given scenario is associated with a certain configuration that comprises of the following hyper-parameters: the number of initial samples, the seed to the random generator of initial samples, the optimization budget, and the algorithm-specific hyper-parameters (see Table 3). We now analyze the importance and impact of different hyper-parameter values across algorithms. We use performance scores to pick the best-performing hyper-parameter values for each algorithm.

---

1. We use the term hyper-parameter to distinguish from the cloud configuration parameters \((N, I_F, I_S)\), which are the output of the optimization process.
rithm on each workload and objective function. Using performance parameter setting, we evaluate all possible combinations of hyper-
determine the best hyper-parameter settings. To find the best hyper-
erferent optimization algorithms and their respective values used to
shown in these plots.

is made by the pairwise marginals, which, for readability, are not
performance variance, individually. The rest of the contribution
 gadget towards variance in performance is small compared to those of
algorithm-specific hyper-parameters contribute to less than
ner samples (via random seed) and optimization budget. On av-
consider the importance of the initial samples selected (via random seed), the number of
initial samples, and the optimization budget.

Figure 3 shows the fraction of variance (i.e., importance) in the
performance introduced by each hyper-parameter for different optimization
algorithms across all 23 workloads and for both objective
functions (execution cost and execution time). We see that the best hyper-parameter values change based on the workloads and type of objective function:
there is no one winner in every scenario. For brevity, we list all of these values separately in the project repository [2].

In the remainder of this section, we present results based on
the best hyper-parameter values as determined by the performance
scores. Since in a real setting, tuning algorithm-specific hyper-
parameters would require additional optimization runs and that might not always be practical or feasible, we also present results using selected default configuration values for the optimization algo-
rithms. In our implementation, SA and SHC are the only algo-
rithms that do not have a default value for their temperature and schedule constant hyper-parameters. Therefore, we use the default value of 0.5 for $\alpha$ and 50 for $T$. These values are based on overall performance across multiple scenarios in our results. These are not the best hyper-parameter values in every case but they work well for most cases in our experiments, among the limited set of hyper-
parameter values we tested for $\alpha$ and $T$. In contrast, for BO and TPE, there exist default values either provided in the libraries or recommended in literature: HyperOpt uses a default value of 0.25 for $\gamma$, and the SkOpt library uses a default value of 0.01 for $\xi$ and 1.96 for $\kappa$. By default, we use these values.

For the default number of initial samples, we use 3 initial samples for BO methods and 9 for the rest of the algorithms based on the
hyper-parameter evaluation. This means that for an optimization
budget $\leq 9$, SHC, SA, and TPE are essentially equivalent to
random sampling.

**Takeaways**: Across the algorithm-specific hyper-parameter values that we have tested, the hyper-parameters individually only contribute between 1-10% towards the performance variance of the optimization algorithms, based on a Functional ANOVA analysis. Additionally, there is no one-size-fits-all setting for the hyper-parameters of these optimization algorithms. This means that while algorithm-specific hyper-parameter tuning can provide some benefits, the effort for tuning these hyper-parameters might not be worth the marginal expected gains.

5.2 Narrowing down the choices for BO

We have several choices for acquisition functions as well as methods to build the surrogate model for Bayesian optimization. In

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Hyper-parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHC</td>
<td>temperature ($T$)</td>
<td>50, 100, 250, 500, 750, 1000</td>
</tr>
<tr>
<td>SA</td>
<td>temperature ($T$)</td>
<td>50, 100, 250, 500, 750, 1000</td>
</tr>
<tr>
<td>BO</td>
<td>kappa ($\kappa$) (LCB)</td>
<td>1.0, 1.3, 1.96, 3.0, 5.0</td>
</tr>
<tr>
<td>TPE</td>
<td>Threshold ($\gamma$)</td>
<td>0.1, 0.25, 0.4, 0.55, 0.7</td>
</tr>
</tbody>
</table>

**Table 3**: Algorithm-specific hyper-parameters and their values. For BO with LCB acquisition function $\kappa$ is used; for EI and PI, $\xi$ is used.
this section, we narrow down our choices for the best candidate(s) among the BO variants. In this set of experiments, we fix the values for the hyper-parameters for each BO variant to the best values derived from the evaluation in the previous section.

5.2.1 Best acquisition function for BO

First, we evaluate the best acquisition function for each available method to build surrogate models. As mentioned before, acquisition functions are used to select the next configuration to test at each step in the optimization process. When using ET, GBRT, and RF as surrogate models, we have three choices for acquisition functions: EI, PI, and LCB. When using GP as a surrogate model, we have the additional choice of using GP hedge.

We compare all the choices of acquisition function for each BO method on the workloads in both datasets and for both objective functions. Then, we use the performance score to determine the best candidate for acquisition function and then normalize the performance of other acquisition functions based on that best candidate. Figure 4 presents only three cases in which there is a significant difference in the performance of different acquisition functions. The figure shows the performance of different acquisition functions normalized to the best acquisition function in the respective scenarios (left y-axis). Additionally, the performance of the best acquisition function w.r.t. the best configuration in the search space is shown as the line plot (right y-axis).

In all three scenarios shown in Figure 4, only one workload leads to a significant performance difference. When optimizing for execution cost on "DS1 with GP surrogate model (shown in Figure 4a), using the EI acquisition function can lead up to 25% lower execution cost when optimizing for "km5. In Figures 4b and 4c, we see the gap in performance because of a different workload, namely "lda1, where using LCB results in up to 17% and 14% better performance than other acquisition functions. In all other scenarios, the difference between the performance of acquisition functions is less than 5%.

These results suggest that the use of EI as the acquisition function is not always the best option, thus contradicting some of the premises assumed by the prior work of CherryPick [9]. Hence, for each scenario, we use the acquisition function with the best performance score for that scenario.

Takeaways: There are only a handful of instances where there is a statistically significant difference in the performance of different acquisition functions. Generally, the performance difference is less than 10%, except for three cases out of 46 optimization scenarios where the difference in the performance between the best acquisition function and the rest was 14–25%.

5.2.2 Best BO variant

Now that we have determined candidates for the acquisition function, we will compare the performance of different methods to build surrogate models using the chosen acquisition function. The normalized performance for different BO variants in different optimization scenarios is presented in Figures 5. Using the performance score, we determine that RF(PI) and GBRT(PI) are the best algorithms to optimize for execution time for "DS1 and "DS2, respectively. GBRT outperforms RF on lower budget for "DS1 but, on average, has a slightly higher minimum objective function value than RF(PI) for high optimization budget (≥ 24). On the other hand, When optimizing for execution cost, BO with GP performs better than other BO variants, with LCB and EI as the best acquisition functions for "DS2 and "DS1, respectively.

When optimizing execution time for "DS1 (Figures 5c: RF(PI)) provides up to 25% better execution time compared to GP and ET but overall it is comparable to GBRT(PI). For "DS2 (Figure 5a) using GBRT(PI) provides up to 9% better execution time, essentially when optimization budget is small (≤ 12).

However, choice of model is more important when optimizing for execution cost (Figures 5d and 5b). GP(EI) and GP(LCB) provides up to 22% and 26% lower execution for "DS2 and "DS1, respectively. The workloads where the choice of BO variant is most important are "lda1 in "DS2 and "km5 in "DS1.

Figure 6 shows the normalized execution time and execution cost of different configurations in the search space for the "lda1 and "km5 workloads. By observing the values of the objective function on the search space for these two workloads, we recognize that for these workloads, very few configurations in the search space are close to optimal in performance. Additionally, these handful of configurations that are close to optimal are in the same instance family. For "lda1, there are 10 configurations within 20% of the lowest ex-

Figure 4: Comparison of acquisition function for different Bayesian optimization algorithms. All three cases shown here are scenarios in which the objective function is execution cost. In all other scenarios, there is less than 5% difference in the performance of different acquisition functions.

Figure 5: Comparison of different Bayesian optimization algorithms.
Figure 6: Execution time and execution cost of different configurations of \( \text{lda}_H \) and \( \text{km}_B \). In (a) and (b), the actual number of nodes can be obtained from the cluster size using multiplying factors of 1, 2, 4, 8 for 4xlarge, 2xlarge, xlarge and large instance sizes, respectively.

execution time in the search space, but, when considering execution cost, the second-best configuration has 20\% higher execution cost. In this case, we can conclude that optimizing for execution cost is much harder than optimizing for execution time and those are the scenarios in which BO(GP) performs better. By observing how BO(GP) explores the search space in this case, we deduce that compared to other BO variants, GP initially performs more exploration than exploitation and often tests cloud configurations with different instance families early on during the optimization process. Figure 7 shows the average number of instance families explored by each algorithm for workloads in both datasets when optimizing for execution cost. We can see that BO(GP) samples at least one configuration from each instance family more quickly than other BO variants. This leads BO(GP) to find a potentially better configuration when initial samples do not have good configurations in them. It also makes BO(GP) less susceptible to taking several steps near local minima.

The latter is exactly why GP performs better than GBRT on \( \text{km}_B \). Figure 8 shows a full run of GBRT and GP (using LCB acquisition function) when optimizing for execution cost for \( \text{km}_B \). The annotated configurations represent the configurations that have been explored by the optimization algorithm (for optimization budget of 18). The configurations tested by GBRT are clustered together as GBRT is doing more exploitation based on the 3 initial samples (labeled 1-3). On the other hand, GP tests a configuration in the r4 family on the fourth run and then proceeds to explore more configurations in that family later on. This allows GP to explore the good configurations, which are all in the r4 family in this case.

Henceforth, we show the results with the best performing variants based on each surrogate model for BO, for each optimization scenario.

**Takeaways:** Based on our evaluation, GBRT(PI) performs well when optimizing for execution time on both of the search spaces. RF(PI) outperforms GBRT(PI) in some cases with high optimization budget for \( DS_1 \). On the other hand, GP is the better BO variant when optimizing for execution cost, with EI and LCB as the best performing acquisition functions for \( DS_1 \) and \( DS_2 \), respectively.

5.2.3 Model accuracy

One of the benefits of using a BO algorithm is that it builds the surrogate model of the underlying black-box function. If this surrogate model is accurate, then it can be used to predict the value of the black-box function on unexplored points. We now evaluate the prediction accuracy of the models built by BO algorithms. As a
baseline (BL), we use a method that randomly samples the search space and always predicts the mean objective function value.

The models are built using each method after collecting 30 samples and then the objective function value for each configuration in the search space is predicted. Figure 9 shows the prediction error for different BO algorithms for three different error metrics. The error metrics shown are Absolute Error (AE), Mean Absolute Error (MAE), and Root Mean Squared Error (RMSE). The box plots comprise of data points that represent the mean value of error metrics for each workload in the dataset. Statistical significance is calculated between the baseline and BO methods. If the difference is not statistically significant, then the mean value is assumed to be the same between the two algorithms. Otherwise, the original mean value is used. Interestingly, we observe in Figure 9 that the models built by BO optimization are not always more accurate than our naïve baseline predictor.

A counter-intuitive result here is that GP and GBRT have lower prediction error for execution time (Figure 9a and 9b) and execution cost (Figure 9c and 9d), respectively. This is despite the fact that, as shown in (§5.2.2), the ranking of the two algorithms is switched when it comes to the more general task of finding optimal solutions: GBRT is better for execution time and GP performs better for execution cost. We leave a thorough analysis of the relationship between model accuracy and optimization performance for future work.

**Takeaways:** Higher model accuracy is not necessarily a predictor for optimization performance. We also observe that the models created using BO methods are often not much more accurate than the simple baseline predictor that always predicts the mean of a set of randomly sampled cloud configurations.

### 5.3 Which optimization algorithm is better?

Now that we selected the best candidates from BO variants, we can compare them against the other optimization algorithms we discussed in Section 3. Just like the previous section, we compare both the execution time and the execution cost objective functions.

#### 5.3.1 Optimizing for execution time

Figure 10 shows the comparison of different optimization algorithms when optimizing for execution time. We present the results for the scenario where we use the best algorithm-specific hyper-parameter values mentioned in Section 5.1.2 and a scenario where default hyper-parameter values are used. For DS1 (shown in Figures 10a and 10b), BO with GBRT(PI) is the best candidate with tuned hyper-parameter values and BO with RF(PI) is only slightly better with the default. Using the best algorithms for execution time optimization of DS1 provides up to 20% lower execution time. But in most cases, the benefit is less than 10%.

GBRT(PI) remains the best optimization algorithm for DS2 (as shown in Figures 10c and 10d), with or without hyper-parameter tuning. With tuned hyper-parameters for all optimization algorithms, GBRT(PI) provides up to 10% better execution time compared to Random and LHS, but only up to 5% compared to the rest of the algorithms. Similar performance differences exist when using the default hyper-parameter values.

**Takeaways:** In most cases, BO with GBRT and PI acquisition function is able to find configurations with lower execution time than other methods. GBRT(PI) outperforms other algorithms with default as well as tuned values for hyper-parameters. However, RF(PI) performs slightly better than GBRT(PI) for an optimization budget of ≥ 24 runs.

#### 5.3.2 Optimizing for execution cost

Using execution cost as the objective function to optimize also changes the characteristics of the search space, as previously shown in Figure 6. Therefore, in addition to using execution time as the objective function, we also want to compare different optimization algorithms using execution cost as the objective function. We have previously determined that the best optimization algorithm among the BO variants is GP instead of GBRT when optimizing for execution cost in our optimization scenarios.

As shown in Figure 11, when optimizing for execution cost, the performance differences between the best optimization algorithm and the rest are much more pronounced. When optimizing for execution cost for workloads in DS1, using GP(EI) provides up to 29% and 40% lower execution cost than other algorithms with tuned and default hyper-parameters, respectively.

As shown in Figures 11c and 11d, the benefits of using GP(LCB) are more apparent when optimizing for workloads in the larger search space (DS2). The performance benefit of using GP(LCB) is up to 40%.

**Takeaways:** The best optimization algorithm based on our results does not change with using either the default or tuned values for algorithm-specific hyper-parameters. The difference in the performance of optimization algorithms is much more pronounced when optimizing for execution cost and particularly when optimizing for execution cost on the large search space of DS2.

### 5.4 What is the best method for online optimization?

Prior work in choosing cloud configurations concentrates on offline optimization: the user waits until the completion of the optimization runs before deploying the workload in a production setting. However, that might require a lengthy offline benchmarking phase, which may not be feasible in some deployments. In this section, we evaluate an alternative online scenario, in which a user tests different configurations during production runs. In this case, the problem is that testing configurations online may lead to excessively long execution times for the production runs.

To evaluate this scenario, we assume the existence of a threshold beyond which the execution time obtained with a configuration is considered a violation to a service level objective (SLO). For configuring the various optimization algorithms, we use the respective default acquisition functions, as mentioned in the prior sections. For the values of algorithm-specific hyper-parameters, we use $\xi = 0.01$, $\kappa = 1.0$, and $\gamma = 0.1$, since, among the hyper-parameter values we have tested, these values provide the highest emphasis on exploitation rather than exploration. Emphasis on exploitation would mean that optimization algorithms would perform more conservatively, searching for better configurations in the vicinity of already known good configurations, and thus leading to fewer objective function value violations.

Figure 12 shows the average number of violations during optimization across all workloads in DS1 and DS2. The threshold is marked in the figure as a normalized runtime threshold, i.e., a threshold of 1.5 means that any configuration that leads to an objective function value that is more than 1.5× the minimum in the search space is considered a violation. Optimization algorithms that test configurations with widely different execution times result in a larger number of violations and are therefore less suitable for online optimization.

We run the optimization algorithm for 30 iterations. We will assume that the three initial samples are executed offline even with online optimization, so they are not counted as violations. We can see in Figure 12 that BO methods have fewer violations than
other optimization algorithms. BO variants have up to $2 \times$ fewer violations compared to Random search, SHC, SA, and TPE. We also analyzed the performance of the optimization algorithms with these configurations values and the findings from previous sections still hold true. In particular, BO(GP) and BO(GBRT) provide the best optimization performance when optimizing for execution cost and execution time, respectively. Similarly, in the latter case, BO(GBRT) is closely matched by BO(RF) when the optimization budget is high.

**Takeaways:** When doing online optimization using the hyper-parameter values that emphasize exploitation, BO variants cause up to $2 \times$ fewer performance constraint violations, on average, compared to other algorithms, especially Random Search and SHC. The reason is that Random Search and SHC inherently lack an objective function model.

### 5.5 When are more optimization runs worth the extra cost?

Cloud configuration optimization is generally targeted towards periodic workloads. Therefore, it is important to understand how many periodic runs are required to break-even with the extra cost and time required for performing the optimization runs. In this section, we will present these break-even points for our workloads. We generate the break-even points using a ratio between the cost or time it takes to do more optimization runs and the improvement in the objective function value as a result of those extra runs:

$$\frac{\text{Cost}(x_{\text{bl}+s}) - \text{Cost}(x_{\text{bl}})}{f(x_{\text{bl}}) - f(x_{\text{bl}+s})}$$

where $f(x_{\text{bl}})$ and $f(x_{\text{bl}+s})$ are the best objective function value after running the optimization for baseline optimization budget $bl$ ($bl = 6$ runs) and for budget $bl + extra s$ steps, respectively. In turn, the cost function $\text{Cost}(x)$ is the monetary and time cost of doing optimization runs when optimizing for the execution cost and execution time objective functions, respectively. This ratio gives us the number of additional production runs that are necessary to fully amortize the increment in the optimization costs.

Table 4 shows the min, mean and max values for the number of extra production runs of workloads required to break even. The table presents summary statistics that provide an overall picture of the extra runs that are required across all workloads in a dataset for

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Execution time (min–mean–max)</th>
<th>Execution cost (min–mean–max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1</td>
<td>51–234–647</td>
<td>17–148–242</td>
</tr>
<tr>
<td>DS1</td>
<td>51–234–647</td>
<td>17–148–242</td>
</tr>
</tbody>
</table>

### Figure 10: Comparison of optimization algorithms when optimizing for execution time using tuned or default algorithm-specific hyper-parameters.

### Figure 11: Comparison of optimization algorithms when optimizing for execution cost using tuned or default algorithm-specific hyper-parameters.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Execution time (min–mean–max)</th>
<th>Execution cost (min–mean–max)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPE</td>
<td>60–263–1065</td>
<td>91–238–264</td>
</tr>
<tr>
<td>BO(GP)</td>
<td>56–263–871</td>
<td>44–109–217</td>
</tr>
<tr>
<td>BO(RF)</td>
<td>34–207–706</td>
<td>42–136–270</td>
</tr>
<tr>
<td>BO(GBRT)</td>
<td>35–291–812</td>
<td>37–99–154</td>
</tr>
<tr>
<td>BO(GP)</td>
<td>56–263–871</td>
<td>44–109–217</td>
</tr>
</tbody>
</table>
a given objective function. The more detailed statistics for individual workloads can be found in the accompanying code and data repository [1]. The results show that a job may have to be repeatedly executed anywhere between a dozen times to a few thousand times to justify further optimization. Therefore, depending on the frequency with which a workload is executed, it might or might not be worth spending more time optimizing the cloud configuration. On average, BO variants require fewer extra runs of the workload to break-even, thus providing more improvement for a given increase in the optimization budget.

**Takeaways:** BO variants provide lower mean break-even points than other algorithms for both the execution time and execution cost objective functions. Hence, they provide more improvement given a fixed extra optimization budget compared to other optimization algorithms such as SA, SHC, TPE, and Random Search.

### 5.6 Summary
Overall, one of the main conclusions is that BO outperforms other optimization algorithms that we have evaluated. Algorithm-specific hyper-parameter tuning is less important than the choice of the initial samples and optimization budget. We found no clear best setting of hyper-parameter values (especially the number of initial samples) for any of the algorithms: the best setting varies across workloads and objective functions. For Bayesian optimization variants, different acquisition functions perform similarly in most cases, but overall PI works well when optimizing for execution time and LCB is better when optimizing for execution cost. BO with GBRT and PI acquisition function is able to outperform other algorithms by up to 20% and 10% when optimizing for execution time for $DS_1$ and $DS_2$, respectively. BO with GP and LCB provides up to 40% better performance when optimizing for execution cost in both $DS_1$ and $DS_2$. According to our evaluation, BO variants also provide fewer constraint violations for online optimization and more improvement in the objective function value as a result of a marginal increase in the optimization budget.

### 6. CHOOSING A BLACK-BOX OPTIMIZATION ALGORITHM
Figure 13 shows the decision tree based on the evaluation in this work. For offline optimization, if the objective function is execution time, then BO with GBRT(PI) is the best choice. Whereas for execution cost, the preferred choice is BO with GP(LCB). For online optimization, we found that BO variants in our experiments had fewer constraint violations, which can be a critical aspect of an online optimization algorithm. Specifically, RF(PI) and GP(LCB) have a lower average number of violations when optimizing for execution time and execution cost. Therefore, BO with RF(PI) is a better choice for online optimization, not only because of having a lower average number of constraint violations but also because it can perform comparably to the best algorithm for execution time optimization, i.e., BO with GBRT.

### 7. DISCUSSION
In this section, we will discuss orthogonal techniques that can be used in addition to the methods we have discussed in this work.

Early termination techniques to timeout likely bad cloud configurations can be used to decrease the time and monetary cost of optimization. These enhancements have not been included in our evaluation because they can be incorporated into many of the optimization algorithms and thus are not a factor that can be used to differentiate one optimization algorithm from another.

Workload fingerprinting, along the lines of [27,38], can be used by all BO algorithms as a prior, but it has an extra cost associated with it. We did not consider fingerprinting in our evaluation to provide a fairground of comparison across BO and non-BO algorithms. The evaluation already shows that BO is often superior, even without fingerprinting.

In a cloud environment, we can execute multiple optimization runs at the same time, thus parallelizing the optimization process. Random sampling is easier to parallelize than sequential optimization algorithms such as the BO variants described in this paper. With random sampling, virtually all configurations can be tested independently of each other. It allows users to deploy and run a set of clusters and stop the rest of the optimization runs when the best configuration has been found. Bayesian Optimization also has parallel variants [20,32,33]. The evaluation of the effectiveness and efficiency of these parallel optimization algorithms is an interesting avenue for future work.

### 8. CONCLUSION
In this work, we evaluate the performance of many popular black-box optimization algorithms in the context of choosing cloud configurations. We evaluated 8 algorithms and 23 workloads using 2 objective functions. Our evaluation showed that algorithm-specific hyper-parameter tuning is less important than the choice of the initial samples and the optimization budget. We found no clear set of optimal hyper-parameter values for any of the algorithms. While some existing works have used Bayesian optimization with Gaussian processes and Bayesian optimization with extra trees, our evaluation suggests that there is no silver bullet. Bayesian optimization with GBRT and GP perform better when optimizing for execution time and execution cost, respectively. We also examine the problem of finding optimal cloud configurations in an online setting and perform a break-even analysis to evaluate when performing more optimization runs is worth it.
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