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ABSTRACT
Efficient collective communication is crucial to parallel-computing

applications such as distributed training of large-scale recommen-

dation systems and natural language processing models. Existing

collective communication libraries focus on optimizing operations

for dense inputs, resulting in transmissions of many zeros when

inputs are sparse. This counters current trends that see increasing

data sparsity in large models.

We propose OmniReduce, an efficient streaming aggregation

system that exploits sparsity to maximize effective bandwidth use

by sending only non-zero data blocks.We demonstrate that this idea

is beneficial and accelerates distributed training by up to 8.2×. Even
at 100 Gbps, OmniReduce delivers 1.4–2.9× better performance for

network-bottlenecked DNNs.

CCS CONCEPTS
•Computer systems organization→Distributed architectures;
• Computing methodologies→Machine learning.
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1 INTRODUCTION
Collective communication routines (or simply, collectives) are a

core building block of parallel-computing applications. Collectives

are commonly used to combine data among multiple processes

performing operations in parallel. Achieving high-performance

collective communication is paramount in virtually every scenario

where an unfavorable computation to communication ratio restricts

the ability to efficiently scale the workload.

One such scenario – also the focus of this paper – is distributed

deep learning (DDL), which is now in widespread use to reduce the
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Figure 1: Scalability of six DDL workloads (cf. Table 1) as the num-
ber of workers increases in 10Gbps network. The y-axis shows the
scaling factor (𝑠 𝑓 ) defined as in [69]: 𝑇𝑁

𝑁𝑇
where𝑇 is the single GPU

throughput and 𝑇𝑁 is the measured throughput for a cluster with
𝑁 workers. Linear scalability requires 𝑠 𝑓 = 1 for any 𝑁 . The experi-
mental setup is in §6.

training time of large deep neural networks (DNNs) by paralleliz-

ing training over a large number of workers with GPUs or other

AI accelerators (e.g., TPUs). The most common DDL approach is

data-parallel training via stochastic gradient descent (SGD) [33].

Distributed SGD is a parallel, iterative workload with two steps:

(1) every worker trains a local copy of the model by processing in

parallel a different subset (mini-batch) of the training data; (2) all

workers combine the results of their computation (i.e., the local gra-

dient) to produce an average gradient that is applied to the model,

prior to the next iteration.
1

When distributing SGD on many workers, one can either keep

the per-iteration total mini-batch constant (strong scaling) or lin-

early increase the mini-batch size with the number of workers

(weak scaling). In the former case, the computation time decreases

while the per-worker gradient size stays constant; therefore, train-

ing quickly becomes communication-bound. In the latter case, the

computation to communication ratio (ideally) remains constant.

However, in reality, communication time increases with the num-

ber of workers due to scaling overheads [35, 50, 64]. Moreover,

a large mini-batch size can degrade training quality [31]. To en-

able better scaling, we aim to decrease communication overheads by
optimizing collective communication. Figure 1 shows that these over-
heads are substantial in many DNN workloads, especially for large

models where there exists a significant gap between the measured

performance and ideal linear scaling.

1
Other DDL approaches are model-parallel, pipeline-parallel, and asynchronous data-

parallel. These are not as common and out of scope.
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Model Task Dataset Batch size Dense weights Embedding weights Gradient sparsity OmniReduce comm.
DeepLight [12] Click-through Rate Prediction Criteo 1TB [45] 2

11
1.8 MB 2.26 GB 99.73% (50 epochs) 16 MB (0.7%)

LSTM [29] Language Modeling GBW [8] 128 74 MB 1.52 GB 94.50% (50 epochs) 90 MB (5.5%)
NCF [22] Recommendation ML-20mx4x16 [19] 2

20
0.4 MB 679 MB 84.6% (30 epochs) 280 MB (41%)

BERT [13] Question Answering SQuAD [53] 4 1 GB 284 MB 9.31% (1 epoch *) 1.13 GB (88%)
VGG19 [61] Image Classification ImageNet-1K [56] 64 548 MB – 32.0% (1 epoch *) 547 MB (100%)
ResNet152 [21] Image Classification ImageNet-1K [56] 64 230 MB – 21.6% (1 epoch *) 230 MB (100%)

Table 1: Characteristics of benchmark DNNworkloads. The table separates model size as dense and embedding weights (which are the weights
in embedding layers of a DNN). The gradient has the same size as themodel and the table lists its sparsity averaged over a longitudinal analysis
of several epochs (* refers to a pre-trained model). The last column details the average per-worker communication by using OmniReduce
shown as volume (and % of the otherwise dense communication).

Moreover, the size of new DNN models is increasing at a faster

pace than hardware compute capacity [24]. Therefore efficient com-

munication is becoming even more crucial. For instance, in a short

span of 2.5 years, model size has grown by over 1, 000× from∼ 100M

weights in 2018 for ELMo [51] or BERT [13] to ∼ 100B for OpenAI

GPT-3 [6] (May 2020). In contrast, the current best-in-class NVIDIA

A100 GPU (May 2020) is advertised [47] as up to 10× and 20× faster
for floating-point and mixed-precision calculations, respectively,

than its V100 predecessor, released in December 2017.

Indeed, the fact that communication is a major performance bot-

tleneck in DDL is well-known [32], and many works [10, 35, 39, 44,

58, 66] proposed various optimizations to achieve high-bandwidth

collective communication specialized for DDL. Besides, a recent

body of work, primarily within the ML community, developed

gradient compression methods [1, 2, 42, 63, 67] to reduce communi-

cation time by sending a smaller amount of data, albeit at the cost

of reduced training quality due to the lossy nature of compression.

However, these works have failed to observe that, along with the

fast-paced increase in model size, gradient sparsity (i.e., the propor-

tion of zero elements in the gradient vector) follows a similar trend.

Table 1 shows that gradient sparsity exceeds 94% for the two largest

DNN workloads in our study. Sparse gradient vectors (i.e., with

sparsity above 50%) are typical for DNNs with a large proportion

of embedding weights.
2
This characteristic spans a broad range of

deep learning tasks.

Most existing collective libraries – including DDL-specialized

ones like NCCL [48] and Gloo [16] – have no native support for

sparse data. These libraries assume dense input data and make

inefficient use of precious network bandwidth to transmit large

volumes of zeros. Generally, this is also a limitation for gradient

compression methods because their implementations first gather

the sparse data into a dense-like format (which has overheads)

before invoking a collective routine [68] (§2).

Our key innovation is the design of efficient collective operations for
sparse data. We present OmniReduce, a streaming aggregation sys-

tem designed to maximize the efficient use of bandwidth and serve

as a drop-in replacement for the traditional collective libraries. Om-

niReduce exploits the sparsity of input data to reduce the amount

of communication. As shown in the last column of Table 1, OmniRe-

duce moves up to two orders of magnitude less data by leveraging

an aggregator component that determines the non-zero data at

each worker in a streaming look-ahead fashion. OmniReduce splits

2
Embedding layers are used to process high-dimensional and typically sparse data.

Typically, updates to embedding weights are sparse as only a few embedding vectors

from a huge dictionary are used in one batch, and only these vectors have non-zero

gradients in the batch.

input data into blocks where a block is either a split of contiguous

values within an input vector in a dense format or a list of key-

value pairs representing non-zero values. OmniReduce achieves

high performance through fine-grained parallelization across blocks

and pipelining to saturate network bandwidth. OmniReduce lever-

ages fine-grained control of the network to design a self-clocked,

bandwidth-optimal protocol. The block-oriented approach, fine-

grained parallelism, and built-in flow control allow us to implement

the aggregator in-network using modern programmable switching

ASICs. In addition, OmniReduce supports both DPDK and RDMA,

and where available, exploits GPU-direct RDMA (GDR) to improve

the performance.

OmniReduce achieves the following goals:

• High performance and scalability. Algorithmically, computa-

tional and space complexity do not depend on the number of nodes,

while aggregation latency is masked with pipelining. This allows

OmniReduce to scale better than previous approaches fundamen-

tally.

• Data-format universality. The acceleration is proportional to

the sparsity of input data. At the same time, OmniReduce does not

require data to be sparse to provide benefits. In the limit, when data

is dense, OmniReduce is comparable to bandwidth-optimal dense

AllReduce.

• Flexibility. OmniReduce’s streaming aggregation algorithms

admit a variety of instantiations. Sparse input data can be in a

block-based dense or sparse (key-value) format without requiring a

newAPI. The aggregator component can run on dedicated server re-

sources (cheaper than worker nodes equipped with GPUs), can run

co-located on worker nodes, or with the aid of network switches,

as an in-network aggregation component similarly to Mellanox

SHARP [44], SwitchML [58] or ATP [38].

To the best of our knowledge, OmniReduce is the first system

that realizes all of the above goals at once. SparcML [55] is a collec-

tive library for sparse data; however, it requires very high sparsity

to achieve performance benefits over dense AllReduce (their results,

which we confirm (§6) show benefits when sparsity > 94%). Par-

allax [34] is a parameter-server architecture specialized for sparse

data but requires runtime profiling. Unlike OmniReduce, both of

these approaches require input data in the sparse format. We be-

lieve that OmniReduce is a general approach and could benefit

other applications like data-parallel analytics and sparse matrix

multiplication.

We make the following contributions:

•We present the design (§3) and implementation (§5) of OmniRe-

duce, an efficient streaming aggregation system for sparse-native
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collective communication. Via performance modeling, we demon-

strate the theoretical advantages of OmniReduce over standard

approaches.

•We introduce block gradient sparsification (§4), a gradient com-

pression technique that works by sampling gradients’ blocks of

contiguous elements. We prove convergence and demonstrate em-

pirically that our block-based sparsification techniques can sparsify

data to obtain training speedup with negligible degradation in

model performance.

•We quantify the performance benefits of OmniReduce using six

popular DNN workloads (§6). In end-to-end settings, OmniReduce

speeds up training throughput by up to 8.2× at 10 Gbps and 2.9× at

100 Gbps compared to standard ring AllReduce. We also use bench-

marks to compare to state-of-the-art solutions in both TCP/IP and

RDMA networks and show that OmniReduce outperforms them by

3.5–16×. OmniReduce is also effective for large-DNN distributed

training jobs with multi-GPU servers.

This work does not raise any ethical issues. OmniReduce is

available at https://github.com/sands-lab/omnireduce.

2 BACKGROUND
Collective communication routines. The Message Passing In-

terface (MPI) [17] standard defines a set of communication protocols

for point-to-point and collective routines. In DDL, three collectives

are typically used:

• Broadcast distributes data from one process to all other processes.

This is often used to sync model state among workers, e.g., when

reading from a model checkpoint.

• AllReduce combines data collected from all processes into a global

result by a chosen operator (e.g., sum, min, max). AllReduce is the

most frequently used collective operation in DDL workloads to

aggregate gradients by summation.

• AllGather collects data from all processes and stores the collected

data on all processes. AllGather is useful when the reduction op-

eration is not an associative, point-wise operation. Some gradient

compressors use it [68].

We refer to the datatype of collectives’ input and output data as

a tensor (i.e., a multi-dimensional matrix). Let 𝑛 be the input size,

and 𝑐𝑣 be the number of bytes needed to represent a non-zero input

value;𝑚 is the number of non-zero values.

Tensor data format. The elements of a dense tensor are consec-
utively stored like an array in memory. It is often beneficial or

sometimes necessary (due to insufficient memory capacity) to use

specialized data structures to store sparse tensors. For example, co-

ordinate lists (COO) store a list of non-zero values and a list of the

corresponding indices. Dictionary of keys (DOK) stores a dictionary

that maps indices to non-zero elements. Although some ML toolkits

support sparse tensors (typically in COO format), state-of-the-art

collective libraries like NCCL and Gloo operate only with dense

tensors even though the underlying data may be sparse.

2.1 Related work
Efficient sparse collectives. A strawman solution to perform col-

lective operations with sparse tensors is to collect the values and

indices separately [65]. Further, one can compress the indices using

a bitmask [60] or Bloom filters [37], and the values by run-length

encoding [23] or quantization [14]. PyTorch implements such a

strawman – AllGather-based sparse AllReduce (AGsparse) – that

invokes AllGather twice to collect the values and indices of a sparse

tensor and makes a local reduction at every process [52]. Because

AllGather needs to allocate an intermediate buffer with the size

proportional to the number of processes, AGsparse increments the

memory footprint despite sparse data. Further, AGsparse has poor

scalability (analyzed in §3.4) as it implicitly assumes no overlap of

non-zero indices and is viable only when𝑚 ≤ 𝜌 =
𝑛𝑐𝑣
𝑐𝑖+𝑐𝑣 , where 𝑐𝑖

is the number of bytes needed to store an index (i.e., sparsity above

50% assuming 𝑐𝑣 = 𝑐𝑖 ).

Kylix [70] is also an AllGather-based sparse AllReduce method,

which uses a Butterfly network. However, Kylix performs multiple

passes, and its design makes a particular assumption on the data

distribution.

SparCML [55] is a set of collectives for arbitrary sparse input

data designed for DDL. SparCML uses a latency-bandwidth cost

model to characterize different cases and trade-offs between small

vs. large messages, and decide whether the output remains sparse

or becomes dense (adapting to𝑚 > 𝜌), delineating two scenarios:

static and dynamic sparse AllReduce (SSAR or DSAR, respectively).

Data representation in SSAR is always in the sparse format. When

the amount of data is small, latency dominates the bandwidth term;

thus, a latency-optimal recursive doubling algorithm is used. With

large data, SSAR_Split_allgather is a two-phase algorithm that

optimizes AGsparse by (1) splitting the input into 𝑁 partitions,

one per process, each processed via an AGsparse-like approach to

gather data at each designated process and (2) a gathering phase

that uses a concatenating AllGather to collect reduced sparse data

at all processes. In DASR, DSAR_Split_allgather starts with sparse

representation and switches to dense representation during the

reduction operation once the condition𝑚 > 𝜌 is detected.

In AGsparse and SparCML, communication and reduction occur

separately and serially. Instead, OmniReduce performs communica-

tion and reduction in parallel by streaming data via the aggregator.

OmniReduce thus can make full use of network bandwidth, while

bandwidth is wasted when conducting local reductions in AGsparse

and SparCML. OmniReduce supports dense inputs without the for-

mat conversion overheads paid by AGsparse and SparCML (§6.1).

OmniReduce can reduce communication volume by adopting a

block-based format because it does not need to transfer indices.

Parallax [34] devises a hybrid DDL system that has a runtime

sparsity monitor and uses a cost model to partition the model

weights between a parameter server (PS) architecture for sparse

data and traditional AllReduce for dense data. OmniReduce neither

requires prior knowledge nor introduces runtime profiling.

All the above works do not use streaming methods for sparse

data AllReduce because the indices of non-zero elements across

all workers are unknown before the AllReduce operation; thus,

the result can only be broadcast after all the key-value pairs are

received and reduced. This problem makes current sparse collective

works unable to take full advantage of the inbound and outbound

bandwidth at workers. OmniReduce solves this problem by using

aggregators to coordinate between workers. Besides, no prior work

evaluates performance with a 100 Gbps network nor utilizes RDMA

fully (Parallax uses RDMA only with dense data). This is mainly

https://github.com/sands-lab/omnireduce
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because the memory access operation for each key-value pair is

not suitable for RDMA. OmniReduce uses a block-wise method to

solve this problem, which ensures full use of the bandwidth while

taking sparsity into account.

Gradient compression. Orthogonal to efficient sparse collective

communication, a recent body of work proposes to reduce the

amount of communication via gradient compression. As there is a

vast literature on the topic, we refer to a recent survey [68] for a

comprehensive discussion. And while techniques abound [1, 2, 42,

63, 67], we distinguish two main approaches: sparsification – which

sends a subset of elements – and quantization – which reduces the

per-element bit-width. Gradient compression is typically lossy and,

as a result, can impact the resulted model quality; however, the drop

in accuracy is usually small, and one can regulate the compression

level to navigate the trade-off. These techniques and OmniReduce

are complementary: on the one hand, gradient compression helps

to sparsify data in a principled manner; on the other hand, OmniRe-

duce accelerates collective communication of sparse data (allowing

for a less aggressive compression level for a given communication

budget). We defer discussing other related work to §8.

3 OMNIREDUCE DESIGN
To minimize AllReduce latency, the core idea of OmniReduce is

to partition an input tensor 𝐺 into blocks of tensor elements and

transmit only non-zero blocks (i.e., blocks with at least one non-zero

value). OmniReduce consists of worker and aggregator components.

The aggregator coordinates workers, instructing them on which

block to send next. For scalability, the aggregator executes over

one or more nodes; in the latter case, each node owns a disjoint

shard of blocks. Each aggregator node has a pool of slots, and each

slot aggregates a block-sized set of tensor elements. Workers are

responsible for detecting and sending non-zero blocks.

Depending on the application, the block format is either dense

(i.e., a contiguous subset of 𝐺) or sparse (i.e., a list of key-value

pairs). We first consider the dense format and then generalize it to

the sparse format.

OmniReduce fundamentally improves AllReduce performance

thanks to the following two design principles:

• Fine-grained parallelism and data pipelining. With each

block being independent of any other block, aggregation can be

easily parallelized. This enables tightly coupled workers to stream

data as a form of a latency-masking pipeline to saturate the aggre-

gator’s processing rate, which also serves as a flow control function,

yielding a self-clocked protocol similar to other streaming aggrega-

tion approaches [44, 58].

• Coordinated aggregation. Coordination is key to sending only

the non-zero data. The aggregator globally determines the posi-

tions of non-zero values among workers in a look-ahead fashion

based on the next position metadata efficiently available at the

workers (which communicate it to the aggregator). This component

differentiates OmniReduce from any related work.

3.1 Basic solution
For simplicity, we introduce the more straightforward scenario of a

lossless network with guaranteed packet delivery. This matches the

environment of our RDMA implementation. Figure 2 illustrates this

Algorithm 1: OmniReduce block aggregation

1 At Worker:
2 𝑝.𝑛𝑒𝑥𝑡, 𝑛𝑒𝑥𝑡 ← index of first non-zero block past block 0

3 𝑝.𝑏𝑙𝑜𝑐𝑘 ← 0

4 𝑝.𝑤𝑖𝑑 ← worker ID

5 𝑝.𝑑𝑎𝑡𝑎 ← 𝐺 [0 : 𝑏𝑠 ]
6 send 𝑝 to 𝑎𝑔𝑔

7 repeat upon receive p(data, block, next, wid)
8 𝐺 [𝑝.𝑏𝑙𝑜𝑐𝑘 : 𝑝.𝑏𝑙𝑜𝑐𝑘 + 𝑏𝑠 ] ← 𝑝.𝑑𝑎𝑡𝑎

9 if 𝑝.𝑛𝑒𝑥𝑡 = 𝑛𝑒𝑥𝑡 then
10 𝑝.𝑑𝑎𝑡𝑎 ← 𝐺 [𝑛𝑒𝑥𝑡 : 𝑛𝑒𝑥𝑡 + 𝑏𝑠 ]
11 𝑝.𝑏𝑙𝑜𝑐𝑘 ← 𝑛𝑒𝑥𝑡

12 𝑝.𝑛𝑒𝑥𝑡, 𝑛𝑒𝑥𝑡 ← next non-zero block index or else∞
13 𝑝.𝑤𝑖𝑑 ← worker ID

14 send 𝑝 to 𝑎𝑔𝑔

15 until 𝑝.𝑛𝑒𝑥𝑡 = ∞
16 At Aggregator:
17 𝑠𝑙𝑜𝑡 [𝑏𝑠 ] := {0}
18 𝑛𝑒𝑥𝑡 [𝑁 ] := {−∞} // per-worker next non-zero block index
19 forever upon receive p(data, block, next, wid)
20 𝑠𝑙𝑜𝑡 ← 𝑠𝑙𝑜𝑡 + 𝑝.𝑑𝑎𝑡𝑎 // reduction operation
21 𝑛𝑒𝑥𝑡 [𝑝.𝑤𝑖𝑑 ] ← 𝑝.𝑛𝑒𝑥𝑡

22 if 𝑝.𝑏𝑙𝑜𝑐𝑘 < min(𝑛𝑒𝑥𝑡 ) then
23 𝑝.𝑑𝑎𝑡𝑎 ← 𝑠𝑙𝑜𝑡

24 𝑝.𝑛𝑒𝑥𝑡 ← min(𝑛𝑒𝑥𝑡 )
25 𝑠𝑙𝑜𝑡 [𝑏𝑠 ] := {0}
26 if min(𝑛𝑒𝑥𝑡 ) = ∞ then 𝑛𝑒𝑥𝑡 [𝑁 ] := {−∞}
27 send 𝑝 to all workers

scenario with an example. Due to space limit, we discuss packet

loss recovery in Appendix A.

Algorithm 1 illustrates the basic OmniReduce algorithm for

dense tensors. A dense tensor consists of a list of values partitioned

into blocks. Every block has a size of 𝑏𝑠 . For ease of description

and without loss of generality, we assume that the tensor size is

a multiple of 𝑏𝑠 , and the pool size is 1 (i.e., the aggregator has a

single slot). We assume the reduction operation is sum (+). Other
commutative reduction operations are analogous.

Worker: Every worker initially sets 𝑛𝑒𝑥𝑡 as the offset of the next

non-zero block after the first block and records it locally. Theworker

then sends a packet 𝑝 containing the first block and 𝑛𝑒𝑥𝑡 (Figure 2a).

Then, each worker enters a loop where it awaits the aggrega-

tor’s response. Upon receiving a packet, the worker obtains: (1) the

aggregated block data (𝑝.𝑑𝑎𝑡𝑎) along with its respective number

(𝑝.𝑏𝑙𝑜𝑐𝑘), and (2) the next block (𝑝.𝑛𝑒𝑥𝑡 ) requested by the aggrega-

tor (Figure 2b).

The worker stores the aggregated block data into the local tensor

𝐺 ; then, the worker checks whether its next non-zero block corre-

sponds to the aggregator’s request. If so, the worker updates 𝑛𝑒𝑥𝑡

with the subsequent non-zero block and sends the requested block

to the aggregator (𝑊1 in Figure 2c). Otherwise the worker awaits

a further packet (𝑊2 in Figure 2c). The loop repeats (Figure 2c-2e)

and ends once the aggregator signals that reduction is complete by

requesting∞ as the 𝑛𝑒𝑥𝑡 block (Figure 2f).

Aggregator: The aggregator does not only aggregate blocks but

also keeps track of each worker’s next non-zero block. This state

is updated whenever a worker sends a packet and enables the ag-

gregator to know the global next non-zero block number. This

information is piggybacked into a packet that the aggregator multi-

casts to the workers with the aggregated data once it determines

that a slot is complete. To determine so, the aggregator compares



Efficient Sparse Collective Communication and
its application to Accelerate Distributed Deep Learning SIGCOMM ’21, August 23–28, 2021, Virtual Event, USA

W1 1 2 3 W2 1 2 3

00 0+ =

global next block: 2

2 3

2

0

3

0 W1 0 1 2 3 W2 0 1 2 3

global next block: 2

2 3

2

0

2

0

Wait for block 2

W1 0 1 2 3 W2 0 1 2 3

2 2+ =

global next block: 3

3 3

3

W1 0 1 2 3 W2 0 1 2 3

global next block: 3

3 3

3

2

3

2

Wait for block 3

Step 1
Step 2

Step 3 Step 4

Aggregator Aggregator

Aggregator Aggregator

(a)𝑊1 and𝑊2 send first block (0).

W1 1 2 3 W2 1 2 3

00 0+ =

global next block: 2

2 3

2

0

3

0 W1 0 1 2 3 W2 0 1 2 3

global next block: 2

2 3

2

0

2

0

Wait for block 2

W1 0 1 2 3 W2 0 1 2 3

2 2+ =

global next block: 3

3 3

3

W1 0 1 2 3 W2 0 1 2 3

global next block: 3

3 3

3

2

3

2

Wait for block 3

Step 1
Step 2

Step 3 Step 4

Aggregator Aggregator

Aggregator Aggregator

(b) Agg. returns block 0 and asks block 2.

W1 1 2 3 W2 1 2 3

00 0+ =

global next block: 2

2 3

2

0

3

0 W1 0 1 2 3 W2 0 1 2 3

global next block: 2

2 3

2

0

2

0

Wait for block 2

W1 0 1 2 3 W2 0 1 2 3

2 2+ =

global next block: 3

3 3

3

W1 0 1 2 3 W2 0 1 2 3

global next block: 3

3 3

3

2

3

2

Wait for block 3

Step 1
Step 2

Step 3 Step 4

Aggregator Aggregator

Aggregator Aggregator

(c) Only𝑊1 sends non-zero block 2.

W1 1 2 3 W2 1 2 3

00 0+ =

global next block: 2

2 3

2

0

3

0 W1 0 1 2 3 W2 0 1 2 3

global next block: 2

2 3

2

0

2

0

Wait for block 2

W1 0 1 2 3 W2 0 1 2 3

2 2+ =

global next block: 3

3 3

3

W1 0 1 2 3 W2 0 1 2 3

global next block: 3

3 3

3

2

3

2

Wait for block 3

Step 1
Step 2

Step 3 Step 4

Aggregator Aggregator

Aggregator Aggregator

(d) Agg. returns block 2 and asks block 3.

W1 0 1 2 3 W2 0 1 2 3

33 3+ =

global next block: ∞

∞ ∞

∞ ∞

W1 0 1 2 3 W2 0 1 2 3

global next block: -∞

-∞ -∞

∞

3

∞

3

Wait for new tensor

Step 5 Step 6

Aggregator Aggregator

(e)𝑊1 and𝑊2 send non-zero block 3.

W1 0 1 2 3 W2 0 1 2 3

33 3+ =

global next block: ∞

∞ ∞

∞ ∞

W1 0 1 2 3 W2 0 1 2 3

global next block: -∞

-∞ -∞

∞

3

∞

3

Wait for new tensor

Step 5 Step 6

Aggregator Aggregator

(f) Agg. returns and signals the end (∞).

Figure 2: After every worker sends its first block, the aggregator maintains a view of the global next block necessary for aggregation. Workers
only transmit non-zero blocks when the block number matches the requested global next block and inform the aggregator of their next non-
zero block. Cumulatively, this ensures that aggregation completes once all non-zero block are transmitted; zero blocks are not transmitted.
Legends: ■ and ■ are non-zero blocks; ■ are aggregated blocks; □ are zero blocks.

the packet’s block number (𝑝.𝑏𝑙𝑜𝑐𝑘) with the minimum of next

non-zero blocks across all workers, min(𝑛𝑒𝑥𝑡). Note that 𝑛𝑒𝑥𝑡 is
already updated to reflect 𝑝.𝑛𝑒𝑥𝑡 . If 𝑝.𝑏𝑙𝑜𝑐𝑘 is less than min(𝑛𝑒𝑥𝑡),
then the current packet is the last one for this slot. The aggregator

then crafts a response packet for 𝑝.𝑏𝑙𝑜𝑐𝑘 with the aggregated data

in 𝑠𝑙𝑜𝑡 , resets the state (𝑛𝑒𝑥𝑡 and 𝑠𝑙𝑜𝑡 ), and multicasts that packet

to the workers.

3.1.1 Fine-grained parallelism. It is easy to observe that the above

aggregation logic, while tightly coupling workers at a particular

slot, can be parallelized across slots. In the limit, each slot is an

independent unit of aggregation. In practice, available network

bandwidth limits the number of slots that can be addressed in

parallel before the aggregator responds.

OmniReduce exploits this kind of fine-grained parallelism to

achieve a form of pipelining that improves performance. The aggre-

gator maintains a pool of slots addressable by indices (carried in each
packet). Workers run Algorithm 1 for 𝑆 independent aggregation

streams (or threads), each of which addresses a separate slot while

proceeding at the same rate. As packets are serialized over the net-

work, this architecture can be viewed as pipeline-based processing

of one slot per time unit. The available network bandwidth dictates

the pipeline depth that is necessary to avoid processing stalls.

3.1.2 How sparsity affects performance. Since workers only send

non-zero blocks, a crucial performance factor is the tensor’s block

sparsity, which is the proportion of all-zero blocks in the tensor. In

turn, block sparsity is determined by not only the tensor itself but

also the block size. In general, a smaller block size increases block

sparsity, but it also decreases bandwidth utilization efficiency due

to packets carrying a smaller payload. Focusing on this, we propose

the Block Fusion method (§3.2). We analyze the effects of block

size on the performance of OmniReduce in the evaluation section.

Therein we empirically find (§6.4) that a block size of 256 elements

(32-bit floating point values) is the best choice in our setting.

Another factor influencing the performance of OmniReduce

in practice might be the cost of finding the next non-zero block.

Nevertheless, we find that checking all values in one block has a

negligible overhead when this operation is done in parallel on the

GPU, as we implement it (§5).

3.2 Block fusion
In the basic solution, each packet contains one block; therefore

the payload is equal to 𝑏𝑠 · 𝑐𝑣 plus metadata (next). Having bigger

blocks increase bandwidth utilization but also leads to a lower block

sparsity because a larger block is more likely to contain at least one

non-zero element.

To balance the trade-off between block sparsity and bandwidth

usage, we propose a method called Block Fusion, which packs mul-

tiple blocks into a single packet and uses one slot to process them

in batch. As with the basic solution, a slot remains the minimum

unit of aggregation and has the capacity to aggregate all values in a

single packet. Thus, if𝑤 is the number of blocks fused in a packet

to maximize its payload, a slot aggregates𝑤 · 𝑏𝑠 values at once.
The main technical challenge is how to choose which blocks

to fuse in a packet. While it may seem straightforward to have

each worker fuse its next𝑤 non-zero blocks, note that streaming

aggregation is most effective when same-offset blocks are sent at

the same time among workers. Thus, we must ensure that blocks

are mapped at consistent locations into the packet (and, in turn,

the slot) based on block offsets. To do so, a gradient tensor in a

worker is arranged as a two-dimensional matrix of blocks. For

clarity, consider the example shown in Figure 3. Then, we map each

block at a determined location into the packet based on its column

index and we include in each packet a next non-zero block index

for each fused block. The next block offset is found by scanning

over the rows for each column independently. This scheme ensures

that two blocks at the same column index cannot be fused into

the same packet. As a result, the same logic of the basic solution
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Figure 3: Tensor data at one worker viewed in a two-dimensional
layout and a packet in the Block Fusion method with 𝑤 = 4 packed
blocks. Blocks in orange are non-zero.

(Algorithm 1) remains unchanged and this scheme does not require

transmitting any additional information.

When the aggregator receives a packet, it checks the completion

for each block using the same condition as the basic solution (line 22

in Algorithm 1). The aggregator multicasts aggregated data in a slot

to the workers after all blocks in the slot are completely aggregated.

Workers, upon receiving a result packet, check whether any of the

next blocks requested by the aggregator are non-zero. As long as

one requested block is non-zero, each worker fuses the requested

blocks into a packet and sends it to the aggregator. The reduction

is complete when the aggregator requests∞ as the next block for

all the𝑤 blocks in the slot, for every slot.

The worker does not send non-zero blocks. The packet includes

a block num field to denote how many blocks it includes. The aggre-

gator identifies the column index of each included non-zero block

based on the values for the next block index.
3

3.3 Extension to sparse block format
OmniReduce’s block aggregation approach generalizes to sparse

tensors (e.g., in COO format). We briefly discuss this extension, the

algorithm of which is in Algorithm 3. For ease of presentation, we do

not consider stream parallelism or packet loss recovery. In this case,

the input tensor is a 𝐾,𝑉 pair, where 𝐾 is a list of keys (or indices)

and 𝑉 is a list of the corresponding values. The worker sends a

packet with a block of 𝑏𝑠 key-value pairs along with the 𝑛𝑒𝑥𝑡𝑘𝑒𝑦 to

indicate the key of the next non-zero value. The aggregator keeps

track of 𝑛𝑒𝑥𝑡𝑘𝑒𝑦 for every worker, attaching the minimum next key

it needs to receive from any worker when sending back a result

packet. Only when a worker receives a 𝑝.𝑛𝑒𝑥𝑡𝑘𝑒𝑦 matching its next

non-zero value will it send another block to the aggregator. The

aggregator internally uses a hashtable or a similar keyed-memory

abstraction to carry out aggregation based on key-value pairs.

While we present the above approach for completeness, we do

not investigate its practical realization and leave it as future work.

We note that our real-world applications only use dense tensors,

and format conversion entails non-negligible overheads (§6.1). As

this approach only transmits non-zero values, it could be more

advantageous than the dense block format when a block has more

than
𝑏𝑠 ·𝑐𝑣
𝑐𝑖+𝑐𝑣 zero values within it. We observe that, the dense block

format maintains high sparsity for a range of block sizes (§6.4).

3
Column index 𝑖 is determined as 𝑖 = 𝑛𝑒𝑥𝑡

𝑏𝑠
mod 𝑤. We use 𝑤 distinct values of∞,

each for a different column. The value∞𝑖 maps to 𝑖 .

3.4 Performance analysis
We analyze the theoretical benefits of OmniReduce following the

modeling approach of Patarasuk et al. [49]. We use a performance

model to compare OmniReduce versus ring AllReduce, which is

bandwidth optimal [49] and versus AGsparse AllReduce. As the pri-

mary interest is the dominating communication time, our analysis

ignores the unitary local reduction time in the model below since

pipelining could mask much of this latency term.

Ring AllReduce is a widely-adopted AllReduce algorithm and is

the default algorithm for Gloo and NCCL. Consider 𝑁 workers

and that each worker has full-duplex network bandwidth 𝐵; the

time to perform a ring-based AllReduce operation of 𝑆 elements is:

𝑇𝑟𝑖𝑛𝑔 = 2(𝑁 − 1) (𝛼 + 𝑆
𝑁𝐵
).

Where 𝛼 is the one-way network latency between workers (as-

sumed to be uniform).

AGsparseAllReduce is a commonly usedmethod to reduce sparse

format data (key and value pairs). It consists of two steps: (1) All-

Gather keys and values, and (2) local reduction. Let𝐷 ∈ [0, 1] be the
density of elements at each worker; the number of input elements

to AllGather is 2𝐷𝑆 (i.e., 𝐷𝑆 keys and 𝐷𝑆 values). An AllGather

operation only performs the first phase of the AllReduce operation,

halving its time for input with 2𝐷𝑆𝑁 elements. Thus, the AGsparse

AllReduce time is: 𝑇𝐴𝐺𝑠𝑝𝑎𝑟𝑠𝑒 = (𝑁 − 1) (𝛼 + 2𝐷𝑆
𝐵
).

OmniReduce achieves bandwidth-optimality when the aggrega-

tor bandwidth matches the combined worker bandwidth 𝑁𝐵 and

only non-zero elements are transmitted. This best-case scenario

is analyzed here, which implies that block density is the same as

the element density 𝐷 . Note that the number of aggregator nodes

used is not relevant because fine-grained parallelism enables ideal

linear scaling through sharding. The aggregator receives a total of

𝐷𝑆 elements (
𝐷𝑆
𝑁

from each worker).

As the data transmission and aggregation at the aggregator is

pipelined, the latency of intermediate packets is masked. Thus, the

OmniReduce time is: 𝑇𝑂𝑚𝑛𝑖𝑅𝑒𝑑𝑢𝑐𝑒 = 𝛼 + 𝐷𝑆𝐵
Speedup. To ease comparison, we distinguish two cases: (1) very

sparse data and (2) sparse-to-dense data.

Very sparse data: in this case, 𝐷 is very small and the latency term

𝛼 dominates the bandwidth term. OmniReduce is expected to be

better than both ring AllReduce and AGsparse AllReduce because

OmniReduce’s performance does not depend on the number of

workers 𝑁 .

Sparse-to-dense data: as the data volume is larger in this case, we can

ignore the latency 𝛼 . We calculate the theoretical speedup factor of

OmniReduce relative to other approaches as follows:

𝑆𝑈vs. ring 𝑆𝑈vs. AGsparse

𝑇other
𝑇OmniReduce

2(𝑁−1)
𝑁𝐷

2(𝑁 − 1)
The performance benefit of OmniReduce is two-fold. First, Om-

niReduce is much more scalable, and both speedup factors grow

with the number of workers because OmniReduce’s time does not

depend on the number of workers. This speedup is fundamental

and exists even with a dense input (𝐷 = 1). Second, in contrast to

ring AllReduce, OmniReduce only sends non-zero elements, which

reduces the time proportionally to
1

𝐷
.
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Further, we observe that OmniReduce remains advantageous

even in a co-location settingwhere the aggregator service is sharded

and co-located across 𝑁 workers (each of which thus has
𝐵
2
band-

width). In this case, the benefit over ring AllReduce overall dimin-

ishes by a factor of 2 and 𝑆𝑈vs. ring = 1 when 𝐷 = 1.

4 BLOCK-BASED SPARSIFICATION
Given the performance benefits of OmniReduce for sparse gra-

dients by sending only non-zero blocks, one can think of using

OmniReduce with block-based gradient sparsification techniques

when gradients are not sparse. While many element-wise spar-

sification techniques exist in the literature, e.g., Random-𝑘 [62],

Top-𝑘 [3, 42], and threshold [15, 63], no block-based sparsification

technique exists.

Hence, as a natural extension to the existing element-wise spar-

sification techniques, we devise and experiment with the following

block-based sparsification schemes:

• Block Random-𝑘 : Randomly sample 𝑘 blocks.

• Block Top-𝑘 : Select Top-𝑘 blocks according to the block gradient

norm (ℓ2 norm of the gradient values in the block).

• Block Top-𝑘 Ratio: Select Top-𝑘 blocks according to the block

update-ratio norm, where update-ratio for a parameter is the ratio

of its gradient value to parameter value.

• Block threshold: Select blocks with the block gradient norm higher

than a given threshold.

While a new theoretical analysis for block-based sparsification

is out of scope, we show that Block Random-k and Block Top-k
are 𝛿-compressors [30], and hence converge according to the Error-
Feedback theory [62, 71].

Lemma. Let𝑏 denote the total number of blocks. Both Block Random-
𝑘 and Block Top-𝑘 are 𝛿-compressors with 𝛿 = 𝑘

𝑏
.

Proof. The proof is in Appendix C.

Using this lemma, Theorem 1 in [71] gives the convergence result

for compressed distributed SGD with error-feedback for any 𝛿-

compressor. Our empirical results confirm that block-based gradient

compression converges (§6.2).

5 IMPLEMENTATION
We implement OmniReduce using C++11 and CUDA, optimizing

communication for both TCP/IP and RDMA networks. We also

make use of GPU-direct RDMA (GDR) where available. Further-

more, OmniReduce is integrated with PyTorch’s DistributedDat-

aParallel (DDP) package (torch.distributed), which transparently

performs distributed data-parallel training. The worker component

is written in ∼ 4, 000 lines of codes (LoC), while the aggregator is

∼ 1, 500 LoCs in C++.

DPDK. For clusters without RDMA support, we use Intel DPDK

for kernel bypass and communicate using UDP packets. This imple-

mentation includes our packet-loss recovery method (Appendix A).

To reach full bandwidth utilization, we use DPDK flow director

to scale packet processing to 4 CPU cores on both workers and

aggregators. The number of outstanding packets processed by each

worker is set to 256 (64 packets per core).

RDMA. OmniReduce uses RDMA RoCE v2 in Reliable Connected

(RC) mode, which guarantees at-most-once, in order, and without

corruption delivery. We use sender/receiver buffers for data ex-

change betweenworkers and aggregators. OmniReduce uses RDMA

SEND/RECV operations to exchange buffer memory addresses and

RDMAWRITE_WITH_IMM for data transfer. OmniReduce meta-

data is encoded as 32-bit immediate values consisting of data type

(2 bits), AllReduce opcode (2 bits), slot id (12 bits) and the number

of blocks (16 bits) in this message. The block data and the offsets

of next non-zero blocks are taken as the payload of the RDMA

message. An aggregation slot works at the granularity of an RDMA

message and not of a single packet; the logic is unchanged.

Multi-GPU servers. When there are multiple GPUs per server,

OmniReduce performs a two-layer hierarchical aggregation. We

use NCCL for intra-server multi-GPU reduction and broadcast in

the first layer and use OmniReduce for inter-server communication.

Additional implementation details are in Appendix B.

6 EVALUATION
We evaluate OmniReduce’s performance and compare it to both

dense and sparse state-of-the-art collective libraries in both 10 Gbps

and 100 Gbps networks. We also evaluate the benefits of the Block

Fusion method and analyze the influence of different factors like

block size, sparsity, and non-zero block overlap among workers

in §6.4. For the DPDK-based OmniReduce, we also analyze the

influence of packet loss rates in Appendix D. Our experiments rely

on several microbenchmarks as well as six end-to-end training

workloads with 256 as the default block size.

Testbeds. Our experiments mainly target two testbeds for the 10

and 100 Gbps cases, which consist of 24 machines in total. Eight

machines are equipped with dual 8-core Intel Xeon Silver 4108 CPU

at 1.80 GHz and have no GPUs; these are connected at both 10 and

100 Gbps and serve as aggregators. Other machines are workers:

(1) In the 10 Gbps testbed, there are eight machines, each equipped

with 1 NVIDIA P100 GPU, dual 10-core CPU Intel Xeon E5-2630

v4 at 2.20 GHz, 128 GB of RAM, and 10 GbE Intel NIC. (2) In the

100 Gbps testbed, there are eight machines, each equipped with

2 NVIDIA V100 GPUs (only one supports GDR), dual 4-core CPU

Intel Xeon Silver 4112 CPU at 2.60 GHz, 128 GB of RAM, and 100

GbE Mellanox ConnectX-5 NIC. CPU frequency scaling is disabled

for all the machines. The machines run Ubuntu 18.04 (Linux 4.15.0),

CUDA 10.1 (where applicable), PyTorch 1.8.0a0 and NCCL 2.4.8.

For multi-GPU experiments, another testbed comprising of 6

multi-GPU servers and 6 CPU servers is used. Each machine is

equipped with 64-core Intel Xeon Gold 5218 CPU at 2.30 GHz. Each

GPU machine has 8 NVIDIA V100 GPUs, which are connected with

NVLink. These machines are networked at 100 Gbps.

Microbenchmark setup. For microbenchmarks, we use AllRe-

duce completion time as the performance metric. We collect mea-

surements at each worker for 200 iterations after 10 warm-ups.

Sparse tensors are generated randomly at each iteration. As the

baseline, we use the industry-standard ring AllReduce algorithm

implemented in NCCL and run it with TCP/IP at 10 Gbps, RDMA

and GDR at 100 Gbps.

Training workloads. We use six real-world models for the end-

to-end experiments, including two image classification models, two
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Figure 4: Time to complete AllReduce on 100 MB tensors. Dashed
lines show the optimal ring AllReduce time [49] based on the max-
imum goodput under line-rate bandwidth. 𝑂, 𝑠% denotes OmniRe-
duce on tensors with 𝑠% sparsity. The block size is 256. OmniReduce
runs at 10 Gbps with DPDK; at 100 Gbps with RDMA and GDR.

NLP models, and two recommendation models. Table 1 shows de-

tails of the models, datasets, and batch sizes. We observed that train-
ing throughput (the number of training samples processed per unit

of time) stabilizes after the first 100 iterations. Thus, we exclude

them and report performance for the subsequent 200 iterations.

We do not include training accuracy results because OmniReduce

merely skips zero blocks and does not affect accuracy; we do report

accuracy for block-based compression results. The end-to-end ex-

periments are done in both 10 Gbps and 100 Gbps networks (the

latter case only for RDMA and GDR).

6.1 Microbenchmarks
6.1.1 Comparison with dense AllReduce. We first compare OmniRe-

duce with NCCL on the most commonly used collective operation

for DDL: dense AllReduce. We devise this micro-benchmark atop

PyTorch by generating input tensors on the GPU and invoking

PyTorch’s all_reduce API from the torch.distributed package, with

the communication backend being OmniReduce or NCCL.

We tested tensor sizes from 100 MB to 1,000 MB, and observe

that tensor size has a low impact on the throughput. Therefore,

we only report results for 100 MB tensors. Moreover, to analyze

tensor sparsity’s influence on performance, we generate tensors

with different sparsity 𝑠 from 0% to 99%. All tensors are generated

randomly, and so non-zero blocks randomly overlap amongworkers.

We analyze the effects of overlap in §6.4.2.

Figure 4 shows the results as we vary the number of workers from

2 to 8 in three configurations. The results show that OmniReduce

achieves up to 6.3× and 5.5× speedup over NCCL at 99% sparsity

in 10 and 100 Gbps networks, respectively. With 60% sparsity or

more, OmniReduce always outperforms NCCL. When data is dense,

OmniReduce with two workers is slower than NCCL. Note that in
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Figure 5: Comparison of OmniReduce and other dense AllReduce
methods with RDMA or GDR (denoted with †) support in 100 Gbps
network. OmniReduce(Co) refers to the colocated version.

this case, the aggregation is not necessary because full-duplex com-

munication is the ideal strategy. However, we attribute this to two

factors: (1) The block size of 256 causes inefficient use of the net-

work bandwidth. As we increase the block size to 1024, OmniReduce

performance is close to NCCL for dense data with two workers; (2)

OmniReduce adds metadata (e.g., next) within each packet, which

is pure overhead when data is dense. The performance of RDMA-

based OmniReduce no longer improves significantly when sparsity

is higher than 90%, This is because the memory copy between GPU

and host memory becomes the bottleneck at 100 Gbps. GDR re-

duces this PCIe traffic, and so OmniReduce can benefit from higher

sparsity. Overall these performance gains confirm the previous

theoretical insights (§3.4) and the observation that non-zero block

overlap influences performance (sensitivity analysis in §6.4).

As expected, OmniReduce exhibits higher scalability than NCCL.

As the number of workers increases, OmniReduce with dense data

(𝑠 = 0%)maintains a constant AllReduce time, whereas that of NCCL

increases. However, when 𝑠 > 0%, OmniReduce’s performance

is affected by the number of workers, especially while 𝑠 < 90%.

Our performance model did not capture this behavior, and we

discuss this apparent gap: The model assumed a uniform block

sparsity across workers; however, the input tensors are generated

randomly within each worker in this experiment. Thus, workers are

likely to hold non-zero blocks distributed at different parts of the

tensor. As long as one worker holds a non-zero block at a certain

index, one round-trip time is needed, meaning that non-zero block

overlap conditions can influence OmniReduce’s performance. In

particular, the block sparsity decreases with a higher worker count.

Nevertheless, the performance speedup increases with the number

of workers.

We also compare OmniReduce with other state-of-the-art dense

AllReduce methods: BytePS [7] and SwitchML [58]. Figure 5 shows

the performance comparison with 8 workers at 100 Gbps as we

vary sparsity. Specifically, we use a server-based implementation of

SwitchML denoted as SwitchML*. BytePS and SwitchML* support

RDMA but do not run with GDR. The results show that BytePS

performs very closely to NCCL. SwitchML* has better performance
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Figure 8: Breakdown of AllReduce execution (including format con-
version time) with 𝑠 = 99%.

for dense tensors due to its streaming aggregation protocol. RDMA-

based OmniReduce outperforms SwitchML* when the sparsity is

higher than 60%. When using GDR, OmniReduce in dedicated mode

is better than NCCL at any sparsity level, while colocated OmniRe-

duce outperforms NCCL only when the sparsity is more than 60%.

For dense tensors, colocated OmniReduce is worse than NCCL,

because it does not make full use of network bandwidth due to the

limited number of CPU cores in our testbed.

6.1.2 Comparison with other sparse AllReduce methods. We focus

on three sparse AllReduce approaches:

1) AGsparse, which PyTorch implemented for sparse format (key-

value pairs) tensors atop Gloo’s AllGather operation. We also im-

plement AGsparse atop NCCL.

2) Two SparCML [55] methods – SSAR_Split_allgather and DSAR-

_Split_allgather – that dominate performance for all SparCMLmeth-

ods in our experiments.

3) Parallax [34], which uses a parameter server (PS) to aggregate
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Figure 9: Scaling factor comparison of OmniReduce and NCCL in
10 Gbps network. Results for 8 workers; 2 and 4 workers are similar.
See Figure 1 for the definition of scaling factor.

sparse format tensors and NCCL AllReduce operations to aggregate

dense format tensors.

We compare the performance of OmniReduce with all these

sparse AllReduce methods using a 100 MB tensor, with sparsity

varying from 0% to 99%. The non-zero blocks randomly overlap

among workers. We exclude the format conversion overheads (for

now), i.e., we use dense format for Omnireduce and the baseline

(dense AllReduce using NCCL) while we use sparse format (key-

value pairs) for AGsparse and SparCML. We mimic the Parallax

runtime profiler by an ideal oracle: For each tensor, we separately

measure the sparse format performance with both the PS and the

dense format performance with AllReduce, then cherry-pick the

better one as Parallax’s performance.

To fairly compare with SparCML, we use the benchmark pro-

vided in the SparCML release [54] and we restrict it to the 10 Gbps

network since SparCML was prototyped and evaluated with 1 Gbps

(at 100 Gbps it has no sensible speedup even at high sparsity).

Figure 6 presents the performance of OmniReduce, AGsparse,

SparCML and Parallax normalized to the baseline in an 8-worker

setting. OmniReduce-RDMA(Co) denotes the case where the ag-

gregator processes are colocated with the workers. In dedicated

mode, OmniReduce outperforms all other approaches at any spar-

sity. In colocated mode, OmniReduce does not hurt performance

even for dense data and achieves up to 16× speedup. In fact, when

the sparsity is more than 80%, colocated OmniReduce matches the

performance of dedicated mode because at high sparsity and at 10

Gbps, 4 CPU cores for colocated mode are sufficient to make good

use of network bandwidth to transfer non-zero-blocks.

Compared to the baseline, both DPDK- and RDMA-based Om-

niReduce achieve at least 1.5× speedup and up to 6.3× and 16×
speedup at 𝑠 = 99%, respectively. SparCML, AGsparse (NCCL), and

Parallax are only beneficial when the tensor sparsity is higher than

90%, 98%, and 99%, respectively.

Figure 7 further shows the speedup for four sparsity levels as we

vary the number of workers from 2 to 8.
4
Following our theoretical

insights (§3.4), we expect OmniReduce to have the best scalability

and AGsparse to have the worst scalability. OmniReduce is only

affected by the number of workers 𝑁 to the extent that 𝑁 influences

global sparsity, whereas AGsparse scales poorly with the number

of workers (the speedup actually decreases). For dense tensors

(𝑠 = 0%), the speedup of OmniReduce increases with more workers.

When the sparsity is higher, the speedup of OmniReduce tends to

diminish as workers increase. This is because the non-zero blocks

4
Parallax is the same as NCCL; the PS is only effective at 99% sparsity.
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Overlap DeepLight LSTM NCF BERT VGG19 ResNet152 sBERT
None 59.49% 18.10% 27.48% 0.60% 0.03% 0.01% 83.15%

2 11.94% 4.58% 17.78% 0.11% 0.02% 0.01% 12.81%

3 5.61% 1.98% 13.10% 0.04% 0.01% 0.00% 2.63%

4 3.40% 1.11% 10.29% 0.02% 0.01% 0.00% 0.78%

5 2.36% 0.71% 8.52% 0.01% 0.02% 0.00% 0.31%

6 1.85% 0.50% 7.60% 0.01% 0.06% 0.01% 0.14%

7 1.73% 0.40% 7.39% 0.01% 1.05% 0.01% 0.07%

All 13.62% 72.61% 7.85% 99.20% 98.79% 99.96% 0.11%

Table 2: Breakdown of OmniReduce communication (8 workers) by
the number of workers that overlap non-zero blocks. sBERT de-
notes BERT with 1% Block Top-𝑘 compression.

in every worker do not completely overlap, which overall results

in lower global sparsity. We study this effect in §6.4.

Table 2 breaks down the proportion of communication by the

extent of block overlap among workers. For example, among the

280 MB or 41% non-zero blocks (c.f. last column of Table 1) that

OmniReduce sends during the training of NCF, 7.85% of the blocks

fully overlap while 27.48% of them are from one worker only. The

observation also reflects that, while NCF has relatively high gradient

sparsity, the non-zero blocks do not overlap ideally, making the

performance gain smaller than expected.

Amongst other sparse methods, SparCML has better scalability

than AGsparse, especially the DSAR_Split_allgather method, whose

speedup always increases with more workers. This method’s bene-

fit comes from the automatic switch between sparse representation

and dense representation. According to the results in [55], this scala-

bility trend saturates at 16 workers, and the speedup then decreases

for higher worker counts. Nevertheless, OmniReduce outperforms

all SparCML methods at any sparsity with 2 to 8 workers.

6.1.3 Format conversion cost. The experiments above use either a

dense or sparse format input matching each method’s assumption.

In practice, our DNNs use dense tensors, and format conversion is

required for AGsparse and SparCML. Figure 8 illustrates the total

AllReduce time when including format conversion costs. These

overheads increase with lower sparsity. In this scenario, OmniRe-

duce’s advantages are even more apparent.

6.2 End-to-end training
We demonstrate that OmniReduce increases scalability and acceler-

ates training for real-world DNNs (Table 1).
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Figure 11: BERT training accuracy and speedup with OmniReduce
with different blck-based compression methods.

6.2.1 Scalability. As discussed, inefficient collective communica-

tion in DDL results in poor scalability. Figure 9 shows that OmniRe-

duce improves the scalability in every DNN benchmark, whereas

the scaling factors for NCCL decrease with more workers. Om-

niReduce outperforms NCCL in these workloads and achieves a

substantial scalability improvement, especially with large DNNs:

8.2× for DeepLight and 5.3× for LSTM.

6.2.2 Training speedup. To tease out the contribution of spar-

sity versus streaming aggregation in OmniReduce’s performance

improvement, we also compare OmniReduce performance with

SwitchML*, which only supports streaming aggregation. Figure

10 shows the training speedup of OmniReduce, SwitchML* and

AGsparse (NCCL) relative to dense AllReduce in an 8-worker setup.

OmniReduce accelerates training by up to 8.2× compared to NCCL

at 10 Gbps. For certain DNNs, e.g., ResNet152, there is no speedup.

This is expected because not every DNN is network-bound [69].

However, OmniReduce does not decrease performance in this case.

Moreover, the speedup is understandablymore significant for DNNs

with high gradient sparsity. For models with low sparsity like BERT,

VGG19, and ResNet152, OmniReduce performance is the same as

SwitchML* because only streaming aggregation contributes to the

speedup in this case. For models with high sparsity like Deep-

Light, LSTM and NCF, OmniReduce performance is much better

than SwitchML*. The performance gain comes from avoiding zero

blocks transmission in OmniReduce. OmniReduce also outperforms

AGsparse (NCCL) and provides benefits even at 100 Gbps. We now

elaborate on these results.

Since AGsparse methods are beneficial only at high sparsity

(§6.1), we apply gradient compression at 1% (𝑠 = 99%) before in-

voking AGsparse AllReduce. To focus on collective communication

performance, we do not consider compression overheads (even

though they may be prohibitive in practice [40, 68]). The results

show that AGsparse (NCCL) achieves a lower speedup than Om-

niReduce at 10 Gbps and is not effective at 100 Gbps; this is due

to the format conversion overheads that become the main perfor-

mance bottleneck. SparCML and Parallax do not integrate with

PyTorch, thus we do not use them in these experiments.

At 100 Gbps, OmniReduce provides benefits in the range 1.4× to

2.9× for half of the workloads and precisely for the DNNs with a

large proportion of embedding weights that yield gradients with

more than 84% sparsity (Table 1). BERT also has large embedding

weights, but they only account for a minor part (∼ 20%) of the

model. We next show how OmniReduce with block-based gradient

compression accelerates the BERT workload.
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GPU scenario.

6.2.3 OmniReduce speedup with block-based compression. We ap-

ply all 4 block-based compression methods introduced in §4 to

speedup the BERT workload, which consists of a large model (1.2

GB), but its gradient sparsity is only ∼ 9%. We use 0.1664 as thresh-

old (which results in ∼ 1% compression ratio) and otherwise ap-

ply 𝑘 = 1% compression ratio. While evaluating the performance

speedup relative to NCCL, we also track the model accuracy (F1

score). We repeat the experiments ten times and plot ranges with

quartiles. We fine-tune BERT for the question answering task on

the Stanford Question Answering Dataset [53].

Figure 11 shows these results for an 8-worker setup at 10 Gbps.

OmniReduce now accelerates training by ∼ 1.7×. The training loss

change shown in Figure 12 reveals that block-based compression

methods can preserve convergence for BERT. Compression affects

accuracy slightly (at most a 1-point drop in F1 score), highlighting

the trade-off between speedup and accuracy, which depends on the

compression level.

6.3 Multi-GPU and multi-node scenario
Lastly, we evaluate OmniReduce in a multi-GPU and multi-node

testbed consisting of 6 × 8-GPU servers as workers and 6 CPU
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Figure 15: Influence of block size (𝑏𝑠) and sparsity.𝐵𝐹 and𝑁𝐵𝐹 refer
to OmniReduce w/ or w/o Block Fusion, respectively.
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Figure 16: Block sparsity and density within block of gradients for
DNN models.

servers as aggregators. We run both microbenchmarks and end-to-

end training experiments.

Figure 13 shows the microbenchmark results as we vary the ten-

sor sparsity. We follow a setup similar to §6.1. The results show that

even in the multi-GPU and multi-node environment, OmniReduce

always outperforms NCCL and achieves up to 2.5× speedup over

NCCL at 99% sparsity.

Figure 14 shows the end-to-end training speedup of OmniReduce

relative to NCCL in the multi-GPU and multi-node setup. For mod-

els with high sparsity like DeepLight, LSTM and NCF, OmniReduce

has a speedup ranging 1.3× to 2.6×. Even for the models with low

sparsity, OmniReduce does not negatively affect performance.

6.4 Sensitivity analysis
6.4.1 Block size. Figure 15 shows how block sparsity influences the

performance of OmniReduce w/ and w/o Block Fusion for various

choices of the block size.Without Block Fusion, OmniReduce is very

sensitive to block size, especially for data with low sparsity. This is

because a larger block size is better at amortizing the per-packet

metadata overheads. The results demonstrate that the Block Fusion

method improves the performance stability for OmniReduce.

Figure 16 shows the effective sparsity as a function of block size

for various DNNs. A block size of one identifies the real gradient

sparsity. Models with large embedding layers can maintain large

block sparsity at packet-size blocks. Notably, the density of non-

zero values within each block does not decrease too drastically in

many cases. Given these characteristics of block sparsity in relation

to performance and density within a block, we choose block size

256 as the default for our setting.

6.4.2 Overlap of non-zero blocks. Two extremes exist: (1) all non-

zero blocks overlap at every worker, and (2) no non-zero block

overlaps among 𝑁 workers. Dense AllReduce (on the non-zero

blocks only) and AGsparse ideally address these extremes, whereas

OmniReduce – while capable of handling the entire spectrum – is

best suited for when data is sparse and block overlap somewhat.
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Figure 17 shows the AllReduce time for the extremes as well as

with an amount of overlap generated at random. It is noteworthy

that at both no sparsity (𝑠 = 0%) or very high sparsity (𝑠 > 95%), the

impact of overlap is small or none. This is because the total number

of elements of a dense tensor is equal to 𝑆 in all cases, while 𝑁𝐷𝑆

is close to 𝐷𝑆 if the tensor is very sparse. Recall that we denote 𝐷

as the average data density and 𝑆 the tensor size. However, when

𝑠 ∈ [60%, 90%], the “all overlap” performance is significantly better

than the other cases.

7 EXTENSIONS
In-network aggregation. SwitchML [58], Mellanox SHARP [44]

and ATP [38] recently demonstrated the feasibility of streaming

collective aggregation protocols where the aggregation takes place

within network switches. OmniReduce lends itself to these advance-

ments. In particular, because the time and space complexity of the

OmniReduce aggregator is low and the aggregation function is the

arithmetic sum, we demonstrate that the aggregator can run on

suitable network switches.

We implement Algorithm 2 in P4 [5] and offload it to a Barefoot

Tofino switch. Figure 18 shows that with this offload, OmniReduce

is slightly faster than with the server-based aggregator. This imple-

mentation inherits some of the limitations described by Sapio et

al. [58] in terms of numeric representation and slot size. However,

SHARPv2 [44] demonstrated that 100 Gbps line-rate aggregation

of floating-point values is within reach for current technology and

there is recent work exploring in-network sparse reductions [59].

Generalized collective operations. We observe that our algo-

rithms generalize to three collective operations: AllReduce, All-

Gather, and Broadcast. In fact, AllGather can be viewed as a sparse

AllReduce with no block overlap. Broadcast is a more straightfor-

ward case in which there is no block overlap, and the tensor size of

𝑁 − 1 workers is 0. In these cases, the aggregator realizes both a

multicast function and flow control mechanism to coordinate col-

lective communication. By not sending zero blocks, OmniReduce

improves the efficiency for these collectives.

Numeric reproducibility and non-commutative operations.
Due to the numeric representation of floating-point values, sum is

not generally a commutative operator. OmniReduce can support

numeric reproducibility and non-commutative operators by enforc-

ing a serial order of slot updates. At the cost of a larger pool of slots,

one can modify our algorithms so that every slot is writable by one

worker at a time, in a pre-defined sequence, while pipelining slot

updates for efficiency. For example, in an 𝑁 worker group, worker

1 is 𝑁 −1 blocks ahead of worker 𝑁 , worker 2 is 𝑁 −2 blocks ahead,
and so on. The overhead for doing so is that slot aggregation la-

tency increases with𝑂 (log
2
𝑁 ); throughput, however, is unaffected.

Signaling information to synchronize progress can be piggybacked

by data packets to lower overheads.

8 OTHER RELATEDWORK
Efficient communication in DDL. Several efforts optimize DDL

communication ranging from designing high-performance PS soft-

ware [43] and transfer scheduler [20, 25, 50], to improving collec-

tive communication in heterogeneous networks fabrics [10, 28] and

within multi-GPU servers [66], to developing in-network reduction

systems [35, 39, 44, 57, 58], to customizing network congestion pro-

tocols and architecture [18]. OmniReduce leverages data sparsity

to optimize communication and is complementary to these efforts.

Accelerating DDL. Orthogonal to our work, various works pro-

pose efficient distributed optimization algorithms [4, 36, 41, 72].

Besides data parallelism, other parallelization strategies include

model parallelism [9, 11], and hybrids of model and data paral-

lelism [26, 27]. Going one step further, pipeline parallelism [46]

processes multiple batches simultaneously, with individual layers

either having model or data parallelism. OmniReduce speeds up

the data parallel aspect of these works.

9 CONCLUSION
We leverage sparsity in distributed deep learning to accelerate train-

ing for six real-world DNNs by up to 8.2×. OmniReduce is a generic

collective communication primitive aiming especially at efficiently

aggregating sparse data. We proposed streaming aggregation algo-

rithms that outperform previous approaches, surpassing them by

3.5–16×. Our approach runs efficiently on a server, yet its modest

computational complexity affords it to run on programmable switch

ASICs. OmniReduce has already spurred adoption for large scale

training workloads at Meituan.
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A PACKET LOSS RECOVERY
We now extend our design to support packet retransmission to ac-

count for lossy network environments. First, we revisit Algorithm 1

and see how it would fail in the presence of packet loss. A packet

loss in the upward path from worker to aggregator prevents the

aggregator from completing block aggregation. Whereas, the loss of

one of the result packets sent to the workers on the downward path

(aggregator to worker) not only keeps a worker from obtaining the

aggregated block, but may also stop the worker from sending the

next block, and halt the entire aggregation.

To tolerate packet loss, we include acknowledgment packets and

use a timer mechanism to detect losses. Further, the aggregator

keeps two versions of its per-slot state. The revised algorithm is

listed in Algorithm 2. Note that this description includes the pool

of 𝑆 slots, one per stream used by independent worker threads.

Every time the worker receives a packet, it responds to the ag-

gregator for the requested block. However, when the aggregator

requests a block that the worker would not send (a zero block), the

worker only sends an ack. packet with no payload. The worker

associates a timer to every transmitted packet; if the timer fires,

the worker assumes packet loss and retransmits it. The aggregator

has a 𝑐𝑜𝑢𝑛𝑡 of aggregated packets; a result packet is sent only once

GPU memory

Buffer

Host memory

Chunk 0 Chunk 0

cudaMemcpyAsync memcpy

Chunk 1

Chunk n

…
Non-zero
blocks

NICRDMA

Chunk 1

Figure 19: Workflow of chunk prefetch optimization for systems
without GDR support.

the 𝑐𝑜𝑢𝑛𝑡 reaches the number of workers 𝑁 . To avoid (incorrectly)

aggregating duplicate transmissions, the aggregator maintains a

boolean vector 𝑠𝑒𝑒𝑛 that tracks which worker’s packet has been

processed.

Put together, the approach above ensures that single-sided timers

are sufficient to recover from packet loss, regardless of whether

a loss occurs on the upward or downward path. However, the

aggregator must be able to retransmit a dropped result packet to

worker 𝑖 even after a different worker 𝑗 has already sent its next

non-zero block addressing the same slot. This requires two versions

of each 𝑠𝑙𝑜𝑡 that are used in alternate phases. When the worker

receives the resulting packet from the aggregator, it changes the

𝑠𝑙𝑜𝑡 version by flipping 𝑝.𝑣𝑒𝑟 before sending the next block to the

aggregator. Each version of a 𝑠𝑙𝑜𝑡 gets reused only when it is certain

that all workers have received the aggregated result in that 𝑠𝑙𝑜𝑡 .

This happens when all workers have sent their blocks to the other

version of that 𝑠𝑙𝑜𝑡 , signaling that all workers have moved forward.

B IMPLEMENTATION DETAILS
In OmniReduce, only non-zero blocks will be copied to the trans-

mission buffer. Nevertheless, copying blocks from GPU memory to

host memory is still the bottleneck when the network bandwidth

is close to the PCIe bandwidth (128Gbps for PCIe gen3). Because

OmniReduce only copies one block (<1KB) at a time, and we find

small data copy between GPU and host inefficient, We propose and

implement two solutions respectively for systems with and without

GDR support as follows:

GPU-direct RDMA. GDR only supports GPUs connected to the

same PCIe switch as RDMA NIC. For machines that support GDR,

we do not use buffers. Instead, we send non-zero blocks directly

from GPU to aggregators with the support of GDR. OmniReduce

has larger benefits with GDR as it reduces the PCIe traffic.

Chunk prefetch. Figure 19 shows our solution when machines do

not support GDR. Firstly, we copy all the data (including zero and

non-zero blocks) from GPU to host in chunk (4MB) asynchronously

(𝑐𝑢𝑑𝑎𝑀𝑒𝑚𝑐𝑝𝑦𝐴𝑠𝑦𝑛𝑐). At the same time, worker threads check the

completion of the copy event (𝑐𝑢𝑑𝑎𝐸𝑣𝑒𝑛𝑡𝑆𝑦𝑛𝑐ℎ𝑟𝑜𝑛𝑖𝑧𝑒) and will

copy non-zero block from the completed chunk to the commu-

nication buffer. Once blocks are received from aggregators, they

will be written to the chunk in host memory, and this chunk will

be copied to the GPU memory (𝑐𝑢𝑑𝑎𝑀𝑒𝑚𝑐𝑝𝑦𝐴𝑠𝑦𝑛𝑐) if all blocks in

it are aggregated completely. With this solution, the memory copy

operation between GPU and host is almost completely overlapped

with the communication.

https://arxiv.org/abs/2106.15565
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Algorithm 2: Block aggregation w/ loss recovery

1 At Worker:
2 𝑝.𝑛𝑒𝑥𝑡, 𝑛𝑒𝑥𝑡 ← first non-zero block past block 0

3 𝑝.𝑏𝑙𝑜𝑐𝑘, 𝑝.𝑣𝑒𝑟 ← 0

4 𝑝.𝑠𝑡𝑟𝑒𝑎𝑚 ← stream/thread ID 𝑠

5 𝑝.𝑤𝑖𝑑 ← worker ID

6 𝑝.𝑑𝑎𝑡𝑎 ← 𝐺𝑠 [0 : 𝑏𝑠 ]
7 send 𝑝 to 𝑎𝑔𝑔; start_timer(𝑝)

8 repeat upon receive p(data, ver, block, next, stream, wid)
9 cancel_timer(𝑝)

10 𝐺𝑠 [𝑝.𝑏𝑙𝑜𝑐𝑘 : 𝑝.𝑏𝑙𝑜𝑐𝑘 + 𝑏𝑠 ] ← 𝑝.𝑑𝑎𝑡𝑎

11 𝑝.𝑣𝑒𝑟 ← (𝑝.𝑣𝑒𝑟 + 1)%2
12 if 𝑝.𝑛𝑒𝑥𝑡 = 𝑛𝑒𝑥𝑡 then
13 𝑝.𝑏𝑙𝑜𝑐𝑘 ← 𝑛𝑒𝑥𝑡

14 𝑝.𝑑𝑎𝑡𝑎 ← 𝐺𝑠 [𝑛𝑒𝑥𝑡 : 𝑛𝑒𝑥𝑡 + 𝑏𝑠 ]
15 𝑝.𝑛𝑒𝑥𝑡, 𝑛𝑒𝑥𝑡 ←next non-zero block or else∞
16 𝑝.𝑤𝑖𝑑 ← worker ID

17 send 𝑝 to 𝑎𝑔𝑔; start_timer(𝑝)

18 else
19 𝑝.𝑛𝑒𝑥𝑡 ← 𝑛𝑒𝑥𝑡

20 𝑝.𝑑𝑎𝑡𝑎 ← {0} // empty packet payload
21 send 𝑝 to 𝑎𝑔𝑔; start_timer(𝑝)

22 until 𝑝.𝑛𝑒𝑥𝑡 = ∞
23 upon timeout for 𝑝 // timeout handler
24 send 𝑝 to 𝑎𝑔𝑔; start_timer(𝑝)

25 At Aggregator:
26 for 𝑠 in 0 . . . 𝑆 − 1 do // pool initialization, 2-way versioned
27 𝑠𝑙𝑜𝑡𝑠 [2] := {0}
28 𝑠𝑒𝑒𝑛𝑠 [2, 𝑁 ], 𝑐𝑜𝑢𝑛𝑡𝑠 [2] := {0}
29 𝑚𝑖𝑛_𝑛𝑒𝑥𝑡𝑠 := ∞
30 forever upon receive p(data, ver, block, next, stream, wid)
31 𝑠 ← 𝑝.𝑠𝑡𝑟𝑒𝑎𝑚 // reference 𝑝’s slot
32 if 𝑠𝑒𝑒𝑛𝑠 [𝑝.𝑣𝑒𝑟, 𝑝.𝑤𝑖𝑑 ] = 0 then
33 𝑠𝑒𝑒𝑛𝑠 [𝑝.𝑣𝑒𝑟, 𝑝.𝑤𝑖𝑑 ] ← 1

34 𝑠𝑒𝑒𝑛𝑠 [ (𝑝.𝑣𝑒𝑟 + 1)%2, 𝑝.𝑤𝑖𝑑 ] ← 0

35 𝑐𝑜𝑢𝑛𝑡𝑠 [𝑝.𝑣𝑒𝑟 ] ← (𝑐𝑜𝑢𝑛𝑡𝑠 [𝑝.𝑣𝑒𝑟 ] + 1)%𝑁
36 if 𝑐𝑜𝑢𝑛𝑡𝑠 [𝑝.𝑣𝑒𝑟 ] = 1 then
37 𝑠𝑙𝑜𝑡𝑠 [𝑝.𝑣𝑒𝑟 ] ← 𝑝.𝑑𝑎𝑡𝑎

38 𝑚𝑖𝑛_𝑛𝑒𝑥𝑡𝑠 ← 𝑝.𝑛𝑒𝑥𝑡

39 else
40 𝑠𝑙𝑜𝑡𝑠 [𝑝.𝑣𝑒𝑟 ] ← 𝑠𝑙𝑜𝑡𝑠 [𝑝.𝑣𝑒𝑟 ] + 𝑝.𝑑𝑎𝑡𝑎
41 𝑚𝑖𝑛_𝑛𝑒𝑥𝑡𝑠 ← min(𝑚𝑖𝑛_𝑛𝑒𝑥𝑡𝑠 , 𝑝.𝑛𝑒𝑥𝑡 )
42 if 𝑐𝑜𝑢𝑛𝑡𝑠 [𝑝.𝑣𝑒𝑟 ] = 0 then
43 𝑝.𝑑𝑎𝑡𝑎 ← 𝑠𝑙𝑜𝑡𝑠 [𝑝.𝑣𝑒𝑟 ]
44 𝑝.𝑛𝑒𝑥𝑡 ←𝑚𝑖𝑛_𝑛𝑒𝑥𝑡𝑠
45 send 𝑝 to all workers

46 else
47 if 𝑐𝑜𝑢𝑛𝑡𝑠 [𝑝.𝑣𝑒𝑟 ] = 0 then
48 𝑝.𝑑𝑎𝑡𝑎 ← 𝑠𝑙𝑜𝑡𝑠 [𝑝.𝑣𝑒𝑟 ]
49 send 𝑝 to 𝑝.𝑤𝑖𝑑

Algorithm 3: Extension to sparse format

1 At Worker:
2 𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 := 𝑏𝑠

3 𝑝.𝑛𝑒𝑥𝑡𝑘𝑒𝑦 := 𝐾 [𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 ]
4 𝑝.𝑘𝑒𝑦𝑠 ← 𝐾 [0 : 𝑏𝑠 ]
5 𝑝.𝑣𝑎𝑙𝑢𝑒𝑠 ← 𝑉 [0 : 𝑏𝑠 ]
6 𝑝.𝑤𝑖𝑑 ←Worker ID

7 send 𝑝 to 𝑎𝑔𝑔

8 repeat upon receive p(keys, values, nextkey, wid)
9 update 𝐾,𝑉 according to 𝑝.𝑘𝑒𝑦𝑠 , 𝑝.𝑣𝑎𝑙𝑢𝑒𝑠

10 if 𝑝.𝑛𝑒𝑥𝑡𝑘𝑒𝑦 ≥ 𝐾 [𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 ] then
11 𝑝.𝑘𝑒𝑦𝑠 ← 𝐾 [𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 : 𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 + 𝑏𝑠 ]
12 𝑝.𝑣𝑎𝑙𝑢𝑒𝑠 ← 𝑉 [𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 : 𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 + 𝑏𝑠 ]
13 𝑝.𝑛𝑒𝑥𝑡𝑘𝑒𝑦 ← 𝐾 [𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 + 𝑏𝑠 ]
14 𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 ← 𝑛𝑒𝑥𝑡𝑘𝑒𝑦_𝑖𝑑𝑥 + 𝑏𝑠
15 𝑝.𝑤𝑖𝑑 ←Worker ID

16 send 𝑝 to 𝑎𝑔𝑔

17 end
18 until update 𝐾,𝑉 is complete

19 At Aggregator:
20 𝑛𝑒𝑥𝑡𝑘𝑒𝑦 [𝑁 ] := {−∞}
21 𝑠𝑒𝑛𝑡 := 0

22 forever upon receive p(keys, values, nextkey, wid)
23 𝑛𝑒𝑥𝑡𝑘𝑒𝑦 [𝑝.𝑤𝑖𝑑 ] ← 𝑝.𝑛𝑒𝑥𝑡𝑘𝑒𝑦

24 𝑠𝑒𝑛𝑑_𝑢𝑝_𝑡𝑜 ← min(𝑛𝑒𝑥𝑡𝑘𝑒𝑦)
25 update 𝐾,𝑉 accordingly

26 if 𝑠𝑒𝑛𝑑_𝑢𝑝_𝑡𝑜 > 𝑠𝑒𝑛𝑡 then
27 𝑝.𝑘𝑒𝑦𝑠 ← keys from 𝑠𝑒𝑛𝑡 to 𝑠𝑒𝑛𝑑_𝑢𝑝_𝑡𝑜 in 𝐾

28 𝑝.𝑣𝑎𝑙𝑢𝑒𝑠 ← values from 𝑠𝑒𝑛𝑡 to 𝑠𝑒𝑛𝑑_𝑢𝑝_𝑡𝑜 in𝑉

29 𝑝.𝑛𝑒𝑥𝑡𝑘𝑒𝑦 ← 𝑠𝑒𝑛𝑑_𝑢𝑝_𝑡𝑜

30 𝑠𝑒𝑛𝑡 ← 𝑠𝑒𝑛𝑑_𝑢𝑝_𝑡𝑜

31 send 𝑝 to all workers

32 end
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Figure 20: Time cost comparison between bitmap calculation and
NCCL w/ GDR AllReduce on 100MB float tensor. The block size
refers to the number of floats in one block. The GPUwe use is V100.

B.1 Bitmap calculation
To determine non-zero blocks, we use GPU to calculate a bitmap

(one bit per block). This function runs whenever a part of the

gradient is ready for aggregation. Figure 20 shows that small (< 4)

block sizes degrade the bitmap calculation performance greatly.

We only use block sizes greater than 16 in OmniReduce as we find

that bitmap calculation overheads are negligible in this case. Our

OmniReduce implementation currently only supports AllReduce

for GPU data as we use the GPU to efficiently calculate the bitmap.

C PROOF OF CONVERGENCE
We first start with the definition of a 𝛿-compressor, then prove

that Block Random-k, and Block Top-k are 𝛿-compressors, and then

finally relate it to the convergence result for 𝛿-compressors.

Definition. (𝛿-compressor) [30] A probabilistic operator C :

R𝑑 → R𝑑 is called a 𝛿-approximate compressor for 𝛿 ∈ (0, 1] if

E∥𝑥 − C(𝑥)∥2
2
≤ (1 − 𝛿)∥𝑥 ∥2

2
∀𝑥 ∈ R𝑑 .
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Lemma. Let 𝑏 denote the total number of blocks. Both 𝑏𝑙𝑜𝑐𝑘-𝑟𝑎𝑛𝑑𝑘
(Block Random-k) and 𝑏𝑙𝑜𝑐𝑘-𝑡𝑜𝑝𝑘 (Block Top-k) are 𝛿-compressors
with 𝛿 = 𝑘

𝑏
.

Proof. Let for any 𝑥 ∈ R𝑑 , 𝑥 [𝑖] ∈ R ⌈𝑑/𝑏 ⌉ denote the 𝑖𝑡ℎ block.
Then, 𝑥 = [𝑥 [1]⊤, 𝑥 [2]⊤, . . . , 𝑥 [𝑏]⊤]𝑇 . Also, let Ω𝑘 =

( [𝑏 ]
𝑘

)
denote

the set of all 𝑘 element subsets of [𝑏].
Block Random-k: We have,

E∥𝑥 − 𝑏𝑙𝑜𝑐𝑘-𝑟𝑎𝑛𝑑𝑘 (𝑥)∥22 =
1

|Ω𝑘 |
∑
𝜔 ∈Ω𝑘

𝑏∑
𝑖=1

∥𝑥𝑖 ∥22 · I{𝑖 ∉ 𝜔}

=

𝑏∑
𝑖=1

∥𝑥𝑖 ∥22
∑
𝜔 ∈Ω𝑘

I{𝑖 ∉ 𝜔}
Ω𝑘

= (1 − 𝑘
𝑏
)∥𝑥 ∥2

2
,

which implies that 𝑏𝑙𝑜𝑐𝑘-𝑟𝑎𝑛𝑑𝑘 is a 𝛿-compressor with 𝛿 = 𝑘
𝑏
.

Block Top-k: Let 𝑆𝑏𝑙𝑜𝑐𝑘-𝑡𝑜𝑝𝑘 (𝑥) denote the set of Top-𝑘 blocks cor-
responding to a given 𝑥 . Then,

∥𝑥 − 𝑏𝑙𝑜𝑐𝑘-𝑡𝑜𝑝𝑘 (𝑥)∥22 = ∥𝑥 ∥
2

2
+ ∥𝑏𝑙𝑜𝑐𝑘-𝑡𝑜𝑝𝑘 (𝑥)∥22

− 2⟨𝑥, 𝑏𝑙𝑜𝑐𝑘-𝑡𝑜𝑝𝑘 (𝑥)⟩
= ∥𝑥 ∥2

2
− ∥𝑏𝑙𝑜𝑐𝑘-𝑡𝑜𝑝𝑘 (𝑥)∥22

= ∥𝑥 ∥2
2
−

∑
𝑖∈𝑆𝑏𝑙𝑜𝑐𝑘-𝑡𝑜𝑝𝑘 (𝑥)

∥𝑥 [𝑖] ∥2
2

≤ ∥𝑥 ∥2
2
− 𝑘
𝑏
∥𝑥 ∥2

2

= (1 − 𝑘
𝑏
)∥𝑥 ∥2

2
,

where the inequality follows from the fact∑
𝑖∈𝑆𝑏𝑙𝑜𝑐𝑘-𝑡𝑜𝑝𝑘 (𝑥) ∥𝑥 [𝑖] ∥

2

2

𝑘
≥

∑𝑏
𝑖=1 ∥𝑥 [𝑖] ∥22

𝑏
.

The above implies that 𝑏𝑙𝑜𝑐𝑘-𝑡𝑜𝑝𝑘 is a 𝛿-compressor with 𝛿 = 𝑘
𝑏
.

Using the above lemma, Theorem 1 in [71] gives us the conver-

gence result for compressed distributed SGD with error-feedback

for an arbitrary 𝛿-compressor.

D LOSS RECOVERY PERFORMANCE
We show how different packet loss rates (between 0.01% and 1%)

affect DPDK-based OmniReduce. In our setup, we do not need to

handle packet loss in RDMA network as we use Reliable Connected

(RC) mode. Since no packet loss actually occurs in our experiments,

we emulate packet loss assuming uniform probability at a given

loss rate.

Figure 21 shows the difference between AllReduce time with

no loss minus AllReduce time with a given loss rate. We compare

against Gloo and NCCL while using TCP as transport protocol in

order to see a reaction to packet drops. The results show that Om-

niReduce’s packet retransmission is effective in every sparsity level

and loss rate. However, with a high loss rate (1%), the performance

of Gloo and NCCL-TCP drops sharply. We attribute this to TCP

congestion control.
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Figure 21: Performance drop of AllReduce time due to packet loss
and recovery. No packet loss is the baseline.

E ARTIFACT APPENDIX
Abstract
The main artifact accompanying this paper is the implementation

of OmniReduce, along with scripts and models to benchmark its

performance.

Scope
The artifact allows to validate the results of this paper with regard

to the performance of OmniReduce both with microbenchmarks

and in the end-to-end training setting.

Contents
• omnireduce: the code implementing the worker and aggre-

gator components of OmniReduce.

• docs: documentation, including instructions for reproducing

the experiments.

• benchmark: a benchmark to perform AllReduce on tensors

with different sparsity to test the performance of OmniRe-

duce and NCCL.

• models: the DNN models used in end-to-end training.

• notebooks: Jupyter notebooks to process and plot results.

Hosting
The artifact is available on GitHub at https://www.github.com/

sands-lab/omnireduce.

Requirements
Our experiments require 8 CPU servers used as aggregators and

8 GPU servers used as workers. Each GPU server requires one

GPU but can have more. Hardware support for DPDK, RDMA and

GDR is required to use those features. All machines should be

interconnected by a full-bisection network fabric.

https://www.github.com/sands-lab/omnireduce
https://www.github.com/sands-lab/omnireduce
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